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"SECTION-A (10 Marks)
Answer ALL questions

ALL questions carry EQUAL marks (10x 1=10)
1 The chance that a leap year selected at random will contain 53 Sundays is
(i) 5/7 (i) 277
(i) 177 (iv) 3/7
2 For any 2 events A and B, if B< A then P(A N B) is equal to
(i) P(A)-P(B) (i) P(A)+P(B)
(iii) P(A) P(B) (iv) P(A)/P(B)
3 The mathematical expression for computing the expected value of a
continuous random variable with p.d.f f(x) is
o] o«
() [feodx (i) [f(x)dx
00 0
© 1
(i) [x f(x)dx (iv) [x f(x)dx
o 0
4 If F is the distribution function of the random variable X and if a <b, then
P(a <x <b) is equal to
(i) F(b)/F(a) (il) F(b) F(a)
(iii) F(b) +F(a) (iv) F(b) - F(a)
5 Mean of Bernoulli distribution with parameter ‘P’ is
(i P (i) P?
(iii) P’ (iv) P*
6 The conditional probability density function of X given Y is defined by
. , f(x, " f(x,
0 g0 ="CD hey>0 ) gx/y) =X hyyso
h(y) h(y)
(iii) 8(y) = f(x, ¥) (iv) g(x)=1f(x, y)

~

If X is a random variable having probability function f(x), then the function
Zeitx f(x), for ‘i’ to be an imaginary unit, is known as

(i) Moment generating function (ii) Probability generating function
(iii) Cumulant generating function  (iv) Characteristic function

8 Let Mx(t) be the moment generating function of a random variable X, then
subject to the convergence of the expansion of log Mx(t) in the powers of t,
then function : Kx(t) = log. Mx(t) is known as
(i) Maclaurin’s expansion function (ii) Probability distribution function
(iii) Moment generating function (iv) Cumulant generating function
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9 The expected value of X is equal to the expectation of the conditioral
expectation of X given Y, symbolically is
(i) E(X)=E[E[X/Y]] (i) EX)=E(Y)
(iii)y E(X)=E[X/Y] (iv) E(X)=E[E[Y]]

10 If the cumulative distribution function of a continuous random variable X is
F(x), then the cumulative distribution function of Y = X + a is.

(i) F(x+a) (ii) F(x-a)
(iii) F(x) » (iv) a.F(x)
SECTION - B (25 Marks)

Answer ALL questions
ALL questions carry EQUAL Marks (5x5=25)

11 a State and prove addition theorem on probabilify.
OR
b The probabilities of 3 students A. B C solving a problem in statistics are %,

%, %. A problem is given to all the 3 students. What is the probability

that (i) No one will solve the problem (ii) Only one will solve the problem
(iii) Atleast one will solve the problem?

12 a A random variable X has the following probability function :

X 0 1 2 3 4 5 6 7
P(x) : 0 K 2K 2K 3K K* 2K | 7IK*+K
() FindK (ii) P(X<6).
OR
b A coin is tossed until a head appears. What is the expectation of the number

of tosses?
8

13 a Given the joint p.d.f of (X, Y) as f{X, y) = { K Xx>0,y>0

—_— , Find K.
(1+x+y)> otherwise

b Test whether X and Y are independent random variables given that

f(x,y)={4:;y O<x<l, 0<y<l
otherwise
14 a Prove that sum of two independent random variable is equal to the product of
their moment generating function.
: OR
b State the prove Bernoulli’s weak law of large numbers.

15 a IfXandY are independent, prove that E[X / Y] = E[X].
- OR

b Let (X, Y) be a two dimensional continuous random variable with
f(x,y) = 8xy, 0<y<x<1, find E[Y/X].

SECTION -C (40 Marks)

Answer ALL questions
ALL questions carry EQUAL Marks (5x8=40)

16 a State and prove Baye’s theorem,
OR
b The first of three urns contains 7 white and 10 black balls, the second
contains 5 white and 12 black balls and the third contains 17 white balls and
‘no black balls. A person urn at random and draws a ball from it. The ball is
white. Find the probabilities that the ball comes from (i) the first urn and

(ii) the second urn.
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Given the following bivariate probability distribution, obtain (i) marginal

distribution of X and Y (ii) Conditional distribution of X when Y = 2.

1Y -1 0 1
X—>
0 1/15 | 2/15 1/15
1 3/15 1 215 1/15
2 2/15 ¢ 1/15 | 2/15

OR
Define cumulative distribution function. Prove any two properties of
distribution function.

For the joint distribution :

'L 0 elsewhere

Obtain the marginal and conditional distribution of X given Y.
OR
Explain Bivariate distribution.

State and prove Tchebychev’s inequality.
OR
Explain weak law of large numbers.

Given the joint density function of X and Y is

1y . |
f(x,y)=3Xe , 0<x<2, y>0,ﬁndthedistributionofX+Y.

0 otherwise

OR
Explain transformation of variables with an example.
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