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10. The isa non—parametrlc test to the t-test for related samples
~ (i) unbiased test . . (ii) Sign test

- (i)Runtest o (1v) Mann-Whitney U test

SECTION - B (35 Marks)
‘ : Answer ALL Questions
~ALL Questlons Carry EQUAL Marks (¢x 7 35)

11.a. State and prove invariance property of con31stent estlmators
| (On) ,
b.Prove that an minimum variance unbiased estimators is umque if T; and T, are
- minimum variance unblased estlmators for y(0), then T; = TZ, almost surely.

12.a. Let x4, x,, ..., X, be a random sample from a uniform populatlon over [O 9] F md
 the sufﬁc:lent statistic for 6. :
(Or)
b. State and prove Rao Blackwell theorem

13 a. Fmd the maximum likelihood estimator for the parameter A of a Poisson distribution
on the basis of a sample of size n . and obtain its varlance
| - (O
b. Descrlbe the method of moments for estimating the parameters

-14.a. erte short notes on prlor and posterior distribution with an suitable exarnple

(Or)
b. Obtain 100(1 a)% conﬁdence intervals for (small samples) the parameter 6 of
- the normal dlstrlbutlon :

| 15 a. Deﬁne probablhty densrty function of smgle order statistic Dlstrlbutlon of range.
b. 'Explain Mann Whitney U test?

SECTION - C (30 Marks)
Answer any THREE Questions

, ALL Questlons Carry EQUAL Marks (3 x 10=30)
* 16. State and prove Cramer Rao inequality.

“17. State and prove Neymann Factorization theorem.

7- - 18. In random sampling from normal population N(u, o 2), ﬁnd the maximum hkehhood

estimators for (i) u when o? is known (ii) o2 when y is known (111) the simultaneous
“estimation of u and o2. |

~ 19. A random sample of 16 is taken from a normal populatlon showed a mean of 41.5
- inches and the sum of squares of deviations from this mean equal to 135 square inches.
Show that the assumption of a mean is 43.5 inches for the population is not reasonable.
Obtain 95% and 99% confidence limit for the pollution is reasonable or not..
(given toosfor 15d. f = 2.131 and tg o, for 15d. f = 2.947)

- 20. Expl'ain chi-square test for goodness of fit.
| - zzZ END
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SECTION-A (10 Marks)
Answer ALL questions

ALL Questlons carry EQUAL marks (10x1=10)"

. In SRSWOR the estimation of population total ¥ with n samples is

2

(1) '1\7 . | (i) Ny _ (111) ; (1v) -

n

Sample is fegarded as the subset of

(i) data (i)set | (iii) distribution (iv) population

. - The difference between the actual value of the parameter and estimated value ¥, provided by
~ the sample is called
(i) sum of error - (ii) margin of error

~ (iii) mean square error ' (iv) standard error

.- The probability of selecting a unit in the 5% draw in SRSWOR of 12 units is

() /11 @ s (iii) 1/12 (iv)1/8

If the sample fractlon is constant for each drawn then the allocatlon of n, ’s to various strata is
called

(i) Neyman _allocation- (ii) optimal allocation

(iii) proportional allocation (iv) randomallocation

The estimated variance v(yﬁt)of the welghted mean from the stratified sampling is_____

()ZW‘S ~ gt | (u)z‘“‘

N

(i) z Syt | (iv) z-—“—’;f—‘ rped

The variance of the sample estimate of the population mean is inversely proportional to the

(i) population variance B | (ii) sample size

. (iii) sample mean ' (iv) sample error

MOIAE: Gi) % = y% G Pr=2x W)=

- 10.
~ estimate ;. =

Let N be the population units and n is the sample size then k, the sampling interval is equals

to

[OF (ii) Nn | (i) N — n (iv)%

Let x; the auxiliary variate correlated with y;then the ratio estimator of Y is

¥

In simple random sampling in which by is a preassigned constant the linear regression -

bo(X -x)

O (i) ¥ — bo(X — %) (iii) 7 + bo(X — %) (iv) 7 + bo%
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