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SECTION-A (10 Marks)
Answer ALL questions
ALL questioss carry EQUAL marks (10x1=10)

1 If the two events A and B are such that 4 c B, identify the relation between
P(A) and P(B) is
(i) P(A) < P(B) (i) P(A) 2P(B)
(iii) P(A)=P(B) (iv) P(A)/P(B)

2 If F(x) is a distribution function of a random variable X then F(-) and
- F(-x)is
=01 G 1,0
(iii) -1,0 : (@iv) 0, -1
3 If @ () is the characteristic function of X, what is the value of ® (0)
i 0 T o §
(iii)) @ (iv) none of these
£ fo-=27

@ e Mo, (t1h) @ g (-t/h)

, a and h are constants find @, ()

(iii) e(—mt/h)¢x (f / h) (IV) ,e("“'”')(D, (t)

5 Two random variables X and Y are said to be independent if
(i) EXY)=1 (i) EXY)=0
(iii) E(XY) = E(X)E(Y) (iv) E(XY) = a constant :
6 InBorel 0 — 1 law, if )"~ P(4,) <, Indicate the value of P(A).
(i 0 a1
(iii) o (iv) -
7 X, converges to X almost surely, X, — X, if there is a (measurable) set
A < Q such that P(A) =
@ o0 (i) 1
(iii) -1 (iv) «
8 If X,—2-0,if E[X,|——?
@G 0 (i) 1 (i)-1 (iv) «
e In Lindeberg Levy theorem the assumption of variables is
; (i) not independent but identically distributed
(ii) independent and identically distributed

(iii) independent but not identically distributed
(iv) not independent and not identically distributed

10  If the variables are uniformly bounded the necessary and sufficient condition
: X T NT ¢ hrtd ta
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12 a

13 a

14 a

- 15 a

16 a

17 a

18 a

19 a

20 a
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SECTION - B (25 Marks).
- Answer ALL questions
ALL questions carry EQUAL Marks (55525

State and pfove R inequality.
OR
State and prove additional theorem of Expectation.

Define characteristic function and state its properties.(any four).
OR

State the following theorems :

(i) Uniqueness theorem of characteristic function

(ii) Khinchine — Bochner’s theorem

State and prove Borel 0-1 law.
OR _
Write equivalent definition of independent:events and random variables.

Prove that X, —— X = E|X,|” - E|X]|".

OR
Prove that X, —— X = X, —£— X . If Xn’s are almost surely bounded.

State Liaponov’s central limit theorem.
OR
State and prove Kolmogorov’s strong law of large numbers.

SECTION -C (40 Marks)
Answer ALL questions

ALL questions carry EQUAL Marks (5x8=40)

State and Prove»Chebychev’s inequality.

¥

OR
A random variable X has the following probability function :
3 0 1 2 3 4 5 6 1

pX=x) | 0 3k Sk |7k | the | 13k ISE | 17k

(i) Determine the value of k. -
(ii) Evaluate P(X < 3), P(X >3).
(iii) Determine the distribution function X.

State and prove Levy continuity theorem.

OR
Find the density function f(x) corresponding to characteristic function
defined as follows : ¢(x)v={1_lt’ tlSI.
0, l=1
State and prove Kolmogorov 0-1 law.
A TOR

Given that the joint p.d.f f(x,y)=4xye™**" ), x>0,y 20, (i) find Marginal
density function of x and y, (ii) Check whether the random variables are
independent.

Prove that a function X, —— X, iff as n—> ., P[u(w]x,, —x|21/r) -0

for every r, where 1 is an integer.
OR

State and prove Helly Bray theorem.

State and prove Lindeberg Levy central limit theorem.




