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SECTION-A 110 Marks)
Answer ALL questions :
ALL questions carry EQUAL marks (10x1=10)

to adapt to new circumstances and to detect and extrapolate patterns
() Machine learning (ii) Knowledge representation
(iii) Natural language processing (iv) Artificial intelligence

can be applied to trees of any depth, and it is often pos51b1e to prune
entire sub-trees rather than just leaves.
(i) Alpha-beta pruning - , (ii) Minimum
(iii) Maximum (1v) Decision tree

is a field of artificial mtelhgence that is concerned w1th presentmg
real-world information. '
(i) Knowledge reasoning (ii) Fuzzy loglc '
(iii) Fuzzy inference (iv) Knowledge Representatlon

Fuzzy 1nference is the process of formulatmg the mapping from a given input to an
output using

(i) fuzzy rules (11) fuzzy reasomng

(iii) fuzzy membership  (iv) fuzzy loglc .

In , analytically compute the cond1t10na1 probablhty distribution over
the variables of interest. '
(i) exactinference ~ (ii) approx1mate mference

(iii) inference logic (iv). mference fuzzy

are generative models, in ‘which the Jomt distribution of
observations and hidden states, or equivalently both the prior distribution of
hidden states and conditional distribution of observations given states, is modeled.

(i) Evaluation (i) Decoding '

(iii) Learning (iv) Hldden Markov models

A refers toa stochastic dec1s1on-makmg process that uses a
mathematical framework to model the decision-making of a dynamlc system.

(i) hidden markov process (i) Markov process

(iii) Markov chains (iv) Markov decision process

deals w1th planning systems that reason -on long-term goals by
multiple collaborative agents which want to maintain privacy on their knowledge.

(i) Multi-agent planning (i) Interface agent
(iii) Intelhgent agent ‘ @iv) Learmng agent
is when it can provide a set of unlabelled data, which it is required to .
analyze and find patterns inside.
(i) Unsupervised learning (i) labeled data

(iii) association rules ~ (iv) clustering
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b, _Descnbe the heunstlc functlons

a. _'What is’ superv1sed,leannng?, '
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- Behaviorsare through rewards Wh.lCh are gamed through expenences, S
with the environment. - :

(i) supervised = (u) unsuperv1sed

- (i) semi-supervised (iv) reinforced -

' SECTION - B 25 Marks)
- Answer ALL questions o e
ALL questions carry EQUAL Marks  (5x5=25)

a What is Art1ﬁc1al Intelligence? Explam '

OR

“a. What is knowledge representatlon and reasonmg in art1ﬁ01al mtelhgence?

Explam
"OR

'b. Whatis fuzzy interference system‘7

2. What causes uncertainty in AI?

OR

b Distinguish the approximate, inferencein Bayesian Network. -

- a Explam the bas1cs of ut111ty theory in AL

OR

b, _Wnte the short notes on markov decision process

OR

b i Descnbe the robot1cs in AL

SECTION -C 140 Marks)
Answer ALL questions

ALL questions carry EQUAL Marks _.(5>.x 8 =40)
‘Question no. 16 is compulsory -~

Demonstrate the foundations of artificial intelligence.

a. . What are the four ways of knowledge representauon in AI? Dlscuss

- OR

b State the knowledge representatlon in fuzzy logic.

a. What_1s probabilistic reasoning? Explam with example.
' OR
b. Explain the dynamic Bayesian network.

a. Discuss about the sequential decision problems.
OR

b.  Explain about the rnulti-agent decision theory.

a. D1scuss about the neural networks.
OR

b. .Explam the Reinforcement learning. -
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