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Goodness of Fit (GoF) Tests 

Hello everyone. So, let us continue our discussion about the fitting of time to failure or time 

to repair data. So, in previous class, we discussed about how we can use MLE, maximum 

likelihood estimation. So, we discussed what are the steps we can follow, so that we are able 

to get the MLE estimate further from the data for any distribution. When we are using MLE, 

we can use the goodness of fit test to find out whether the data is belonging to a certain 

distribution or not. So, today we will start our discussion about the goodness of fit test. So, 

we will have brief discussions about it, we will not be going into very large details.  
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So, here as we see that for goodness of fit, we have the hypothesis testing. So, hypothesis is 

like we have the null hypothesis, and we have alternate hypothesis. Null hypothesis is 

represented as 0, and what is our null hypothesis or the other fact which we want to check, 

whether our assertion shown is true or not. So, the assertion here is that the time to fill a data 

or time to repair data which we have taken comes from a specific distribution, this specific 

distribution can be exponential, viable, normal log, normal whatever it is. So, we want to just 

check that whether this data belonging to this distribution or not, so that is our null 

hypothesis. So, effectively alternate hypothesis becomes the negative sentence of the same. 

That means, the failure times do not come from the specific distribution which we are 

choosing.  



So, to do that what we do, we develop a test statistic. So, test statistic like chi-square and 

others. So, this gives a calculation using a statistic value, and this is statistic is another 

random variable, which follows a certain distribution. So, from the distribution we find out 

whether this statistic which you are calculating, whether this is falling within the designated 

interval or designated one sided interval or both sides interval. And if the statistic value is 

within the significance level or reason, then within the confidence reason, we will accept the 

null hypothesis. If it is outside the reason, we will accept the alternate hypothesis or we can 

say that, we will reject the null hypothesis in favour of alternate hypothesis. Because, we do 

not find the sufficient statistical proof in favour of null hypothesis.  

So, here generally there can be 2 types of tests, one is the general test which we will be 

discussing that is like, so, chi-square is such test that which is applicable to not only one 

distribution, but it is applicable to most of the distributions. So, we can check based on the 

chi-square value whether this is belonging to a certain distribution or not. Then, there are 

specific tests which are specific to the distributions. So, these are generally more powerful to 

check a particular distribution, because they are specifically designed for checking those, they 

are specifically tailored for using for those kinds of applications. So, we can have that but, so, 

whenever we are making these hypothesis testing, so, with each hypothesis we have 2 types 

of error.  

Generally, if we have the hypothesis here. So, we have a metric here. So, we can, we have H 

0 accept, and another case is H 1 accept. So, there are 2 possible outcome, either we accept H 

0 or we accept the H 1. But what is truth? Truth is H 0 is or truth is H 1. That means in actual 

if H 1 is true, H 0 is true or H 1 is true. So, if H 0 is true, and we accepted H 0, this is fine, 

right decision. If H 1 is true, and we accept H 1, then that is also right decision. But if we 

accept H 0, but it is not true, then this is called type II error, and this is called type I error. 

Type I error means, sorry typo I, this is type II error, this is type I error probability of 

incorrectly rejecting null hypothesis, that means we are accepting H 1, but while it is not true, 

and this is type II. So, that means if we are accepting H 1, but H 0 is true, that is type I error, 

and if you are accepting H 0, but H 1 is true in that case that is type II error. So, we generally 

if we want to balance one, another one will increase.  
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So, let us discuss the chi-square goodness of fit test. So, goodness of it, I am writing as GoF 

here. So, chi-square test is like a global kind of application or it is applicable to almost all 

types of distribution, whether it is continuous distribution or discrete distribution or any other 

distribution. And though generally this is valid for large sample size, for goodness of fit, this 

test we require a little large sample of size, samples. If sample sizes is small, we may not be 

able to perform this, and we will see why that comes. So, generally what it does, it tries to 

divide the data into groups, and it is expected that these groups of all should be at least of size 

of 5 failures. So, if we do not have sufficient data, if we have only 10, 15 data points, then 

our groups formation will be very less, and we will not be able to get this chi-square statistic 

properly.  

So, here chi-square statistic which we are getting is nothing but the summation of observed 

value of number of failures minus estimated value of number of failures in each interval. So, 

we divide the data into intervals, and for each interval we find out how much is the observed 

number of failures or observed number of repairs, and if I know the observed number of 

expected number of failures. Expected number of failures we calculate from the distribution. 

So, from distribution we calculate this, this we are getting from the actual observation, and 

that is square of this, so, error is squared, and again the divide from the error, that is the 

estimated value of the distribution. So, once we divide this, then this becomes kind of error.  



So, definitely if error is high, chi-square value will be high, and we do not want high chi-

square value. So, if chi, lesser the chi-square value, better is the fit, so, better is our 

applicability of the distribution. k is the number of classes, that is number of intervals, 

number of groups etcetera. So, this we already discussed, O is the observed number, E is the 

estimated number. How can we get the estimated number? To get the estimated number we 

can use the np i, what is n? n is the number of samples or number of device put on test, a 

number of devices, number of times you have tried to observe. So, out of total number of 

samples, within this interval, what is the failure probability that is our p i.  

So, number of device put on test multiply by failure probability gives us the expected number 

of failure in the interval, this we know from the binomial distribution, by for binomial 

distribution expected number of failure is n into p i, where p is the failure probability. So, n is 

the total devices which are put on test. How can we get this failure probability for the 

interval? That is nothing but the CDF at higher, right side of the interval, and CDF at the 

right, left side of if I am interested in here. So, this is my a i, this is my a i minus 1, I want to 

know the probability of this. So, this will be f. So, subtraction of F a i minus F a i minus 1 

will give me the what is the probability of this interval.  

Similarly, if I want I can write as R a minus R a minus 1, a i minus 1. Because, whatever is 

the difference between the failure probability, same will be the, negative will be the 

difference in the reliability. Because reliability is a decreasing function, and failure 

probability is a increasing function. So, F a i minus F a minus 1 will give me a positive value, 

but for reliability, it will be the negative of that. So, we have to take R a i minus 1 and R a i, 

if you take that will be same as this one.  
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So, let us try to see one example here, we are focusing more on exponential distribution 

because in practically when you use for your cloud project etcetera, exponential distribution 

is the one which is primarily used. So, let us say we have certain data, this data is as shown 

here in Excel sheet. So, this is my data, here we have the, actually it was unarranged way, it 

was like this, then I arranged it for T i, that is smallest to largest, and then if I put this 1, 2, 3 

then this becomes my i, this I can say is the i. Now here so, how many failures we have here, 

we have the 35 failures, and for 35 failures, we have the time to failure data.  

Now, I want to fit this data to the exponential distribution, and I want to my problem is, what 

I want to know, I want to know that whether this fitting the exponential distribution is good 

or not, whether exponential distribution is applicable for this data or not. So, for that we 

actually have, if we were dividing as per the Sturgis formula, we actually are supposed to get 



the 6 possible classes. So, because that is but here what happens, if we use the 6 possible 

classes, then my classes 3, class 4, class 5, I only have 2-2 failures, and class 6 only 1 failure. 

But as we discussed earlier that we need minimum 5 data points for using the chi-square 

distribution in each interval.  

So, that is why what we do rather than using all these separately, we will use them all 

together. That means, I will say that my intervals are like first interval is 354, second is 688 

and third interval is infinity, that means from 60 all values larger than 688 that will be 

counted here. So, with that what will happen my values will be 2 plus, 2 plus, 2 plus, 1. So, 7 

observations will find my file, fall in this region.  

So, my first interval that is 0 to 354 has the 18 values here, if you see here, that 354 is up to 

here 300, then from 19 to our 10 value, so that means 19 to 28 are falling in the second 

region, that is second region is up to 688 because this is higher than 688. So, this becomes the 

next region, and higher than 688 is all falling in next interval, that is my third interval. So, 

here 18 times seven becomes my the number of observations in each interval.  

I could not use this though in development of doing the initial analysis, I was supposed to 

divide it in these classes, but these classes are no longer applicable. So I have to further group 

the data. Now, what is the probability? If I want to know the probability for this. So to 

calculate the property first let us see with MLE how do we calculate the lambda.  

So as we know what is the lambda here, if I want I can calculate the MTTF here, MTTF is 

because it is all the failure data, there is no sensor data. Since there is no sensor data, MTTF 

is nothing but the average, that is a summation of time to failure divided by n. So this is 

nothing but if you see this is nothing but the average, average of time to failure data. This 

gives me the MTTF, and what is lambda? Lambda is equal to 1 divided by MTTF.  

So same formula which we have developed earlier, we have used here, the only difference 

here is that the formula we have seen for sensor data also, but here is no censoring. So that is 

why the, we only, we do not have to add the sensor value here. All the failure time we add 

that will give, and take the average that will give us the MTTF, and inverse of the MTTF will 

give us the lambda. So, we get the lambda here and number of sample is 35.  

So, I want to now know the probability that my distribution is, what is the probability that my 

values or time will be 0 to 354. So, we know that I will use a pen here, we know that if I have 

this data t versus capital F t, what is capital F t in this case? That is 1 minus e to the power 



minus lambda t. So, capital F t will be starting from 0 and it may be increasing further, sorry 

not like this, but with somethings like this, it will be touching 1 at the time t equal to infinity.  

Now, I want to know that at 354, what is the probability that values are lying in this region 

that means, I want to know F at 354, that is the probability that my value will be from 0 to 

354. So, how can I calculate here? This value I can calculate as 1 minus exponential of minus 

lambda, lambda value we have calculated here, lambda into t is how much, 354 default.  

So, this becomes my probability and how many total samples I put, 35. So, if I multiply 35 to 

this is equal to this multiply by 35 I get 18 failures, expected failures are 18, and how many I 

observed? I observed also 18. So, if I want to calculate that formula which I have O minus O 

y minus E i, whole square divided by E. So, O is18, E is 18.12 and divided by E, if I use this 

is equal to O minus E whole square divided by E, same formula we have used I get the error 

here.  
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Now, let us see the second one, for second one is I am talking about here the range for in this 

range that is 354 to 688. So, within this range, I want to know the failure probability. So, with 

this range if I want to know the failure probability, that will be equal to F 688 minus F 354 

that will be the probability that value will be in this range. So, this probability I can get like 1 

minus e to the power minus lambda into 688 minus 1 plus e to the power minus lambda into 

354. Sorry 354. So or I can say e to the power minus lambda into 354, minus e to the power 

minus lambda into 688.  

So, if I use the same thing here so, I various ways I can do, see this value is already available 

with me, 1 minus e to the power minus this is already available. So, one way I can do is I can 

calculate the F at this value 688, and subtract the F at 354. That way I can do or I can 

calculate like this directly that is equal to exponential of minus lambda, lambda is this value, 



minus lambda into. Now, I have to take the previous value, 354 minus exponential of minus 

lambda into the current range, that is 688. If I do that my value will be here.  

So, my 2.399 becomes the value, and how much will be the expected failure? Expected 

failure is total 35 units of put on test multiply by quality of failure, I will get the expected 

failure, that is it. And how much will be the contribution of this towards error, that will be O 

minus E squared divided by E. So, same thing I will get it here.  

Now, in last region is 7 failures, for last region if you see that means everything above 688. 

So, that means, total probability will be from 688 onwards to infinity, at infinity we have 

probability 1. So, 1 minus F at 688, if you do we will get the this probability, and this 

probability is 1 minus 1 F 68 is e to the power, 1 minus e to the power minus 688 into 

lambda. So, that means 1 and 1 will get cancelled so, I can use this probability as the this will 

be equal to nothing but there is another way that I subtract earlier probabilities from 1, I will 

get this.  

Because total has to be 1 or this will be same as exponential or minus lambda into our 

previous value 688, and summation of the probabilities will always be 1, because total 

probability 1, we have divided into few intervals. So, expected number of failures will also be 

total 35, which is divided into different intervals, and how much is the O minus E square 

divided by E, we are getting for all and this becomes a summation of all these values. So, this 

becomes our chi-square statistic. So, our chi-square statistic here come out to be 0.5643. So, 

this 0.5643 is the chi-square statistic which we have calculated. 

Now, what is our criteria this chi-square value should be less than our critical value, and how 

much is of a critical value? To calculate critical value, this has one parameter so, we have 3 

intervals. So, 3 minus 1, 1 is lost already and because this is having one parameters, so, for 

one parameter one another degree of freedom is lost. So, we have total one degree of 

freedom. So, we have to get the chi-square value for 0.1 is the critical level. So, that means, 

critical level 0.1 is we have the 90 percent probability or we can say right hand side 0.1, 10 

percent, we are leading on the right hand side. So, here 0.1 and our this value is 1.  
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So, this also we can get from Excel sheet. So, critical value if you want to know, what is this 

critical value? Critical value is equal to chi-square inverse value towards right hand side 

because we are leaving 0.1 data towards right. That means 0.1 and what is the degree of 

freedom? Degree of freedom is 1. So, we are able to get the critical value is 2.7. So, 2.7 is 

higher than the 0.5643. And what is the significance level here that is the 0.1 or we can say 

the confidence bound is 90 percent confidence bond. So, here we are this value is higher than 

0.5643. So, we can say that our null hypothesis is accepted. So, null hypothesis get accepted 

here and out chi-square values.  

So, this is the procedure which we can follow to get this value. There is another way as we 

have seen here, because of this grouping of the data, what happened because here intervals 

initially were of same size 354 into 2, into 3, into 4 like that. So, because of equal intervals, 

what was happening number of failures, we are having different in different cases, but our 

criteria is that we want to have the minimum 5 failures in each region. So, to do that, we have 

to divide this into a different bin size. So, what we can have we can have these intervals 

which are not uniform, but in every interval we will try to have the similar number of 

failures. So, let us see if we had the 35 failures here, if you divide the 35 failures into 5 

different intervals, then 7-7 failures will supposed to be there in the each interval.  

So, if you want to do that, what will happen here that total probability from 0 to 1, we have 

total probabilities from 0 to 1, which we have to divide in 5 intervals. So, that means, each 

interval will have a probability of 0.2, 1 divided by 5, will be equal to 0.2 that means, we 

have to divide in 20 percent of 0.2 probability intervals, then only we can divide the data into 

5 equal numbers. So, we have the 35 data points. So, in each interval 7-7 points are supposed 



to appear, because probability is same for all 0.2 probability. So, 0.2 into 35 will give me 7. 

So, we are able to get the 7 failures, expected failures in the each interval, but actual failures 

may be different, actual failures we have to get from the data.  

So, what we do here we will divide the probability of interval into cells. So, that way we will 

get the intervals first, and in each interval then we will see how many failures are lying 

actually, and once we see that, then we will compare the same. So, here probability is 0.2, 

0.4. So, we get the corresponding time. So, if I want to know the time let us say for we know 

F of t is let us say 0.2 and that is equal to 1 minus e to the power minus lambda into t. So, I 

want to know the t. So, t will be equal to 1 minus 0.2 will be equal to e to the power minus 

lambda t. So, lambda t, minus lambda t would be equal to minus ln of 1 minus 0.2 and t will 

be equal to. So, this is plus and t will be equal to minus 1 upon lambda ln of 1 minus 0.2. So, 

for 0.2 I will get similarly for 0.4 I want to get, for 0.4, also I will get. So, for all the values 

when I change here, that is probability value, I will get the corresponding upper bound on the 

interval. So, here if you see that interval comes out to be this I have done already in Excel I 

will show you.  
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So, here like let us say if we use the same approach in another way, so, we have the 

probability 0.2. So, for 0.2 how much will be my time at which the probability is 0.2, the time 

is minus ln of 1 minus probability, and divided by lambda. How much is lambda, lambda is 

same as what we calculated earlier. I am using dollar signs here so, that this does not change 

and I get the same value. So, as you see here that we get the 108 here, I will use same number 

decimal point here. So, 108.26 is the point at which I will have the 20 percent probability and 

40 percent probability will be at the point 247, 60 percent as per my fitted distribution, 

because I have fitted to exponential distribution. So, at 108.26, the probability cumulative for 

this 0.2. At 247.82 cumulative probability is 0.4, same way.  

So, I get this upper bound on the intervals and lower bound is nothing but the previous value 

0 to 108 fault is 2, 0.2. 102 to 247 point again total property will be 0.2, cumulative 

probability will be 0.4. We are able to get this data. Now, let us see that for up to 108 how 

much data is falling. So, we will see here, 5 data points are falling in the up to 108. Then 

from 108 to 247 108 to 247. Like up to here. I have the 9 failures here, 7 to 15. Then 247 to 

444 about 257 to 444, 444 means up to here. That means of 16 to 24 that is again 9 data, if 

you see count is 9. Then 444 to 780 that means from here to 780, 780 is up to here 767, sorry. 

So, that is again my 6 data points. So, I have the 6 data points, and then all above 780 that 

means, here again I have the 6 data points, so, these are my actual observations, and how 

much is the observations which I have in each interval that is the 0.2 into 35 that is 7.  

So, expected values, expected observations are near same, because I have divided the data as 

per the distribution. So, expected observation supposed to be here is 7-7 in each interval, but 

actual observations which I have is here like 5, 9. So, now, the formula is same O minus E 



squared divided by E, same is calculated O5 minus 7 divided by O5-7 square, that is 2 square 

4 divided by 7.  

So, same way we are able to calculate this here, once you get it here, we can get the total 

summation of this. So, this becomes our chi-square statistic, whatever we have used earlier 

same chi-square statistic, but there is a difference now, the difference here is I have the 5 

intervals, here earlier I was having only 3 intervals here.  

So, since 5 intervals are here my degrees of freedom will be 5, 1 is lost in estimation, then 1 

is lost in the single parameter estimation, so, 2 degrees are lost. So, that means, I have the 3 

degrees of freedom. So, I will get the chi-square value inverse value for 10 percent 

confidence or 10 percent that is significance level, and the number of degrees of freedom is 5 

minus 1 minus 1 that is 3. So, we get this, so, my critical value is 6.25. So, this value, 2 value 

is quite low than critical value. So, that means we can say that my hypothesis that this data 

follows the exponential distribution is accepted. Or I can assume that this data is following 

the exponential distribution. We will stop here; we will continue our discussion in this 

direction with more distributions and tests. Thank you. 


