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Welcome friends to this last lecture of week 11 of NPTEL online certification course of 

Machine Learning for Soil and Crop Management. And in this week, we are dealing with 

digital soil mapping with continuous variables. We have in our previous lectures we have 

seen many you know R codes for exploratory data analysis, GIS operation, geo statistical 

operations, spline fitting, we have seen also, we have seen how to do the model validation 

using random holdout and then leave one out cross validation.  

We have seen, we have seen how to produce the model using simple linear regression, we 

have seen how to produce the model using multiple linear regression and map based on 

multiple linear regression. Also, we have seen how to develop the classification regression to 

a decision tree using the continuous data and how to produce the map using that continuous, 

that decision tree model.  
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Now, in this lecture we are going to cover these concepts we are going to cover this cubist 

model, we are going to cover the random forest model and then we are going to discuss a 

hybrid model that is a hybrid approach that is Universal Kriging.  
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So, guys these are the cube these are the keywords for this lecture, cubist, random forest, 

ntree then cubist control Universal Kriging these we are going to discuss in this lecture. 
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Now, first we will start discussing about the Cubist, cubist is a very popular model structure 

used in the within the DSM community and its popularity is due to its ability to mine 

nonlinear relationship data but does not have the issue of finite prediction that occur for other 

decision and regression tree models.  

Now, in case of decision tree models, the finite predictions is one of the major issue. So, here 

cubist can address that problem. So, it is ability to mine that non-linear relationship data, but 



it does not have the issue of this finite prediction. So, this is very popular method nowadays 

for DSM operations.  
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So, this cubist is based on the M5 algorithm of Quinlan, and also this cubist model… how 

this cubist model works. So, this cubist model works first by partitioning the data into subsets 

within which their characteristics are similar with respect to the target variable and the 

covariates and a series of rules, defines these partitions and these rules are managed in a 

hierarchy. So, each rule takes this form.  

So, you can see here, if a condition is true, then you know you go for regression otherwise or 

else apply the next rule. So, basically partition the data by these if then else rule and when 

some observations satisfy some clustered by this partition, then we fit the linear regression in 

each of these nodes. So, it is basically kind of a hybrid between the nonlinear cart as well as 

linear model. So, that is why it is able to generalise the nonlinear relationship, but at the same 

time it can maintain the linearity. So, this is a cubist rule, this is the this is the cubist 

algorithm.  
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Now, the conditions may be a simple one based on the one covariate or more often it 

comprises a number of covariates if a condition results in being true then the next step is the 

prediction of the soil property of interest by ordinary least squares regression from the 

covariates within that partition, just like I have seen, I have told you that we partition the data 

based on the rule if else and you know if then else rule and then we partition the data and 

based on that partition, we predict the target parameter using our covariate data using lived 

you know least squares regression linear least squares regression model.  

So, if the condition is not true, then the rule defines the next node of the tree and the sequence 

of it and then else is repeated. So, the results is that regression equation through general 

inform are very local to the partition and they are error is smaller than they would otherwise 

be. So, of course, you can see that we are partitioning the data and we are fitting it individual 

models, linear models in each of this partition. So, though they are general linear, you know, 

you know this regression equation though their general form they are very much local, 

because we are fitting the individual models within the individual partitions and as a result of 

that our error becomes much smaller.  
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Now, luckily fitting this cubist model in R is not too difficult although it will be useful to 

spend some time for playing around with many of the controllable parameters the function 

says, so there is a parameter called cubist control. So, use this cubist control parameter to 

tune the model. So, if the example will try today, we can control the number of potential rules 

that could potentially partition the data so, we can control the number of rules this limits the 

number of possible rules and does not necessarily means that those number of rules will 

actually be realised, maybe we can give 10 rules, but the algorithm may go with only two 

rules.  

So, when you know after the optimization and also, we can limit the excerpt of extrapolation 

of the model prediction which is an useful model constraint feature and these variates various 

control parameters can be adjusted within this cube control parameters. And the one of the 

benefit of using this cube is easily does not overfit and unnecessarily overfit the data.  
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So, let us go ahead and see how we can run this model. So, we have done this card and sorry 

decision tree and based prediction in our previous lecture. So, here we are going to start with 

the cubist. So, for cubist we are going to install this cubist package. So, once we have 

installed the cubist package, let us run this let me just you know, we can call this library 

cubist, and then we can call this library mass and then we are setting the seed as 123 and then 

again we are selecting the 70 percent of the samples in the training data set and let us call 

these training data as model data or m dat. So, these training data calibration data let us call it 

as m dat or model data.  

Now, let us fit the cubist model. So, for fitting the cubist model here we are having our x is 

our model data and our predictors are elevation twi, radk, landset b3, landset b4 and our y is 

the target parameter that is the carbon stock of 0 to 5 centimetre within this model data our 

cubist  control parameters you can see it is cubist control parameter, we are specifying the 5 

number of rows and we are specifying the five extrapolation and number of committees will 

be 1. So, and so, this is very simple and let us run this summary of this cubist model.  
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So, if you run this summary of the cubist model, this is the model results. So, you can see this 

is the model initial model input and then you can see that target attribute in this case is 

outcome and we have 238 cases with 6 attributes and then rule 1 is basically using all the 238 

cases the mean is 2.76 the range of values is given and estimated error is also given outcome 

is this model.  

So, this model which they have fit this linear regression model which they have fit for this 

first rule is you know outcome is this is the intercept plus elevation with the slope then twi 

with the slope and landset b4 with the slope and then you can see that what are the average 

error what are the linearity error and that is the correlation coefficient. 
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And then you can see that you know, how much these variables have been utilised in the 

model. So, from there you can see one important thing that although we have fixed you 

know, five rules, it has used only one role after optimization. So, this is one of the important 

feature of cubist.  
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Now, let us do some internal validation. So, for this internal validation We are going to use 

again the you know first we are going to predict using the predict our dataset based on these 

training samples. And then internal validation means again the calibration so again goodness 

of fit statistics observed is our training data set 0 to 5 centimetre carbon data predicted which 

we have just predicted here cubist dot predict dot C here.  
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So, if we run this thing, we will see we will see the model results So, R square 0.17 

concordance 0.31, MSE 0.26, RMSE 0.51, bias is 0.00 external validation again for 

validation data set minus training you can see we are first predicting the values and then from 

the observed values and the predicted values again we are going to use this goof function and 

we want to plot it simultaneously.  
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So, you can see this is the result 0.19 concordance I may see RMSE bias, when you do not 

one thing when using the goof function, when you do not specify any argument of type, then 

by default it will give you the result for digital soil mapping or DSM if you specify the 

argument at either DSM or spec, then only they will they will take it into consideration, but if 

you do not specify the argument, then it will by default it will take the DSM argument.  

So, this is a predicted versus measured results and then if you want to map based on this cube 

is values, so, basically you have to use this predict function and then you know based on this 

predict function our model is edge dot cube dot exp our covStack remember whatever 

modelling, whatever mapping you are doing, you have to based on these covariate data.  

So, covariate data stack covariate is taking into consideration so, we are running it and then if 

you want to plot this, you just have to use this plot function and see how it will appear. So, 

this is the cubist model predicted 0 to 5 centimetre no log carbonStock. So, using the cubist 

model, so, this is how you can guys you can predict the view based on the cubist model and 

you can produce the map of soil properties using the cubist predicted values. So, we have 

completed the cubist model.  
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Now, the next important model, which has been widely used in DSM domain is the random 

forest for Random Forests the in the you have to install this package, random forest. So, 

please go ahead and install, I have already installed so, I am not going to further install I am 

just going to call this library random forest.  

Again, I am setting the seed 123 for selecting randomly selecting the data, the calibration set. 

So, here we are selecting the 70 percent of the data in the calibration set and then we are 

fitting the model so, for fitting the model the function is random forest function here we are 

targeting these log carbon stocks 0 to 5 centimetre our parameters or variables or elevation 

twi, radk, landset b3, landset b4 data is the training data set of the you know of the of these 

DSM underscore data and importance true and the number of tree we want to grow is 1000 

number of trees. So, the model is now built.  
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Now, let us see how this model will. So, here you can see this is the output of the model. So, 

type of random forest is a regression because our target is a continuous variable number of 

trees we have grown 1000, number of variables tried at each split is 1, mean of squared 

residuals 0.27, so MSE is basically 0.27.  

So, if you take the square root of it, it will give you the RMSE and number of way and the 

percentage of variance explained is 16.1 percentage. So, you can see here this is the result 

from the random forest. Now, another very important thing is using the random forest, you 

will be able to get the variable importance that means you can map or you can produce the 

plot showing which variable is more important than other variables. So, for that we are going 

to use this varImpPlot function and this is the our full model.  
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So, let us run it and you can see here these two expressions or these two plots will be 

generated based on percentage increase in MSE and increase in Node purity. So, you see that 

percent increase in MSE basically that means a based on that elevation has the maximum 

importance followed by twi followed by landset b3, landset b4 and radiometric potassium 

similar type of results we can get an increase in node purity, INC node purity means 

increasing node purity. So, you can also get that elevation is the highest important variable 

followed by twi, landset b4 radk, landset b3. So, based on this, we can say that elevation is 

the highest important variable followed by twi, landset b3 and twi and then landset b4 and so 

on, so forth.  
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So, once we have done that, next is doing the internal validation the same just like previous, 

we are going to do this with the calibration set we are going to first predict based on the 

calibration set, and then we are going to use this cubist, we are going to use this goof function 

to predict the results and then we are going to see that R square is 0.78, concordance is 0.8, 

for MSE 0.06, RMSE 0.26, bias minus 0.00 and then external validation that means original 

validation with the holdout validation sample.  

So, if you can see that, it is also 30 percent. Now, one thing you can see for clear here that 

here the model is showing somewhat you know, over prediction or you know sorry 

overfitting So, here you can see R squared value is 0.78 however, for the calibration data set 

for what the validation data set, we are getting an R square value of 0.30, so that showing 

some amount of overfitting. So, you should be very very careful by checking these… 

calibration validation statistics. So, you know, so we have seen how to do how to check the 



variable importance and we have also seen how to you know, how to get the model output 

from the calibration and the validation.  
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Now, let us see how to produce the map using this using the random forest, just like 

previously we have also used this call stack function, so call stack function sorry call stack or 

stack covariate we are going to predict based on the stack covariate using these edge dot rf 

dot exp model, our format data type all these things are given here. So, let us first predict and 

then map using and then plot using the plot function.  

So, you can see here the plot will be generated momentarily showing the random forest 

predicted map of 0 to 5-centimetre block carbon stock. So, this is how this map looks like this 

is the random forest predicted organic carbon map of soil. So, guys this is how you produce 

the maps using these cubist and Random Forest. Now, next thing is Universal Kriging.  
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Now, Universal Kriging is a basically that it is a kind of a hybrid approach. Now, what is a 

hybrid approach it is basically combination of both regression as well as Kriging. So, here we 

do the regression by using the covariates and whatever residuals are there, we are going to 

Krige those residuals and then combine the results from the regression as well as from the 

Kriging interpolation.  

So, the final output will be the combination of the model output plus the Kriging interpolation 

output. Now, this is the in general this is called regression Kriging we are going to talk about 

regression Kriging in next week of lectures, but just remember that in this case, if we are very 

much strict about the model, that is this regression model, which should be linear then it will 

be called a Universal model problem.  

So, Universal Kriging approach, but, if that prediction model is variable, maybe most of the 

time you will see that nonlinear models are more you know, more appropriate for handling or 

for predicting the soil properties, then we can tell that, in that case it will be a true regression 

Kriging but the difference between a regression Kriging and then a Universal Kriging is in 

case of regression Kriging the prediction model could be any way you know, it could be 

nonlinear, but in case of Universal Kriging the prediction model will be always linear.  

So, I will show you now, how to you know deal with these Universal Kriging in R. So, 

remember that in case of Universal Kriging, there is a strict requirement of Universal you 

know Universal Kriging in gstat is that the coordinate reference system of the point data and 

the covariate must be exactly the same. So, for maintaining, these coordinate, the coordinate 

reference system for these for the of the point data set as well as the covariate data must be 

same, so, we need to periodically check this if they are same or not.  



(Refer Slide Time: 21:18) 

 

 

 



So, for this we have to install this gstat package, and then we have to call this library gstat. 

And then again, setting the seed 123 again just like previously, we are going to select the 

model and the training model let us call it as a calibration dataset. See that, and then we are 

going to see the coordinate of the see that so, of course, it will be we can see that we are 

going to assign these coordinates that utm zone 55 south WGS 84.  
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So, let us see whether our coordinate reference system of this calibration data set matches 

well with the coordinate reference system of the of the stack covariate or not. So, if we give 

this command we will cDat yes, they are both same. So, if we check further the coordinate 

reference system of cDat and then coordinate reference system of covStack we will see that 

in both the condition there will be zone 55 South datum a WGS 84 in both cases.  
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Now, next thing is to parameterize the Universal Kriging model. So, first we have to fit the 

variogram we have already seen how to fit the variogram so we are going to use these 

variogram function. Our target is logged in… log converted carbonStocks 0 to 5 centimetre 

our variables are elevation twi, radk then landsat b3, landsat b4 our model is calibration data, 

our data set its calibration data, width is again default 250 cressie variogram cutoff values is 

10,000 and then here, we are again going to fix, the fit the model using an exponential model, 

and then let us see how this variogram parameters will come.  

So, here you can see negative 0 which is almost… which is ideal, and then here are the for a 

exponential model, we are gating the partial sill. So, the total sill will also be 0.16 and range 

parameter is 233. So, from there we can have any idea about the variogram parameters. And 

based on these variogram parameters, we are going to feed the Universal Kriging model.  
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So, for fitting the Universal Kriging model, the function is gstat function we are going to use 

our target is a natural log converted carbonStock, our predictors are elevation twi, radk, 

landsat b3, landsat b4 our data set is calibration data set our model is model 1 which we have 

just fitted using the exponential function.  

So, once we have this fitted this model, let us validate so validation data set is vDat again, 

minus training samples coordinates again we are x we are, instructing R that these x and y 

you should understand these add the coordinates. So, we are assigning these coordinates same 

just like previously utm zone beautified south and from there WGS 84 and then we want to 

see the coordinate reference system, so you will see that utm zone 35 south WGS 84.  
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And now we can predict based on the predict this validation data based on our Universal 

Kriging model which have already fitted, so we are going to you know, predict the validation 

data set based on the previously fitted model.  
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Now, we are going to see the goodness of fit statistics of the observed as well as predicted 

results. So, you can see that the here the goodness of fit statistics is not that high we are 

seeing some extrapolation. So, that is why we are getting the negative R square negative R 

square value, but, you know, you will have it varies from data set to data set in some data set 

you will may have some good R squared values in this just in this case, we are not getting 

very good result that shows the prior the linear model may not be the ideal model to handle 

this dataset. So, once we have these now, we can map the interpolation and prediction 

variance. So, first we want to predict based on this Universal Kriging model, and once we do 

that we can produce.  
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So, let us first remove this plot so, that, so first you have to predict or interpolate based on 

these covStack and then you are using these gUK or Universal Kriging and so here you are 

giving the index 1 for producing the predictions, you can also produce the prediction variance 

by using the same by changing only the index and you can see the both the plots. So, let us 

first run all these and we will see their plot together.  

So, this is the Universal Kriging predictions and it will do some calculation and this is the 

Universal Kriging prediction variance. So, not only you will get the prediction result, but at 

the same time you will get the prediction variance also. So, this is how you use the Universal 

Kriging to produce the hybrid results.  
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So, guys, I hope that the things are you have got some good knowledge from this lecture and 

you will be now able to run these codes and grow your confidence on these type of 

approaches, where we have already seen the cubist which is an important machine learning 

approach we have already seen the random forests which is an advanced machine learning 

approach and we have also seen an hybrid approach called Universal Kriging.  

So, let us wrap up our lecture here. And let us wrap up our week 11 and in week 12 we will 

be discussing the Regression Kriging which is the most advanced, one of the advanced hybrid 

approach for digital soil mapping. And then we will be also discussing how to deal with the 

categorical models using R so please stay tuned and let us meet in the lectures of week 12. 

Thank you. 


