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Lecture - 15
Data Fitting: Non-linear fit

The last class, we were looking into modeling a data using a set of non linear functions
but not having any adjustable parameters that is a set of fixed non-linear functions and we
wrote down the function as of this form, that is sigma j a; X; of X;.

(Refer Slide Time: 02:30)

So this x; of x; is could be linear or non-linear functions but fixed functions in the sense
there are no adjustable parameters and we have our idea was to model this, data the given
data by adjusting this parameter a;. So | will find the a; values such that, this is a best fit
to a given set of data points or in other words, we have to choose a; such that all given
data points would pass through the curve represented by this within a distance within a
distance plus or minus delta y, so we had the other given data points as x; and y;. So that
was our data points and this is the function which you fit through that.

So that is, and then for that purpose we would again be define a function called chi
squared and which is the difference between this function ax X, Xk is the function of x,
Xi’s and then, these are the adjustable parameters and sigma i, you may remember is the
reliability of the data x; and y;, for this error in the y; for a given X; yi. So now given this
set of this function and then we could determine this a; value ay values by minimizing chi
squared with respect to ag, so that is what we were doing.
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Okay when we write down, when we minimize psi squared with respect to ax, SO we
would get an equation of this form a linear equation of this form linear in a; and which is
yi minus a; X; summed over j divided by sigma i squared multiplied by x is equal to 0
and while we get, if there are m such parameters that is, this is the sum of m functions
and then the m parameters, j goes from 1 to m and then we will have m such equations
which has to be solved simultaneously to get the 5 functions together the values of a.
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And it will not serve that now, it is not so difficult because it is a linear function and so
we can write y; X;i by sigma by i squared is equal to sigma j a; X; of x;. So that is what we
be would did in the last class

(Refer Slide Time: 04:12)
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So we wrote by y; by sigma i squared and X X; going from 1 to M sigma i going from 1
to N, a; x; of x; sigma i squared into X, of x; and now, | can write this, rearrange this
terms and write it into this forms and then, you would see that this is same as this and
then you see that, you have a set of coefficients multiplied by this function here that is i
summed over i that is for all data points x; Xk by sigma i squared into a; right x; X, i
squared sigma i squared into a; is equal to y; by X by sigma i squared or and you can see
that, this is a linear equation, we can write that in the metrics form and then you would
get as alpha k; a; is equal to beta k. Your alpha k; is now, X; xx by sigma i squared
summed to a; going from 1 to N which is the number of data points that you have and
beta k is y; sigma i squared into xi of x;.

So beta k is a function, so y; while alpha k; is our only functions of x;’s, okay that is what
we had and we could solve this equation and obtain a; and we state that, we saw a
program which does that for when there are two adjustable parameters in the general
case, where there are M adjustable parameters this would be an M by M metrics and this
will be column vector of size m and this will be column vector of size m that is what we
have seen, and we also saw that, we could determine the errors in the a; by defining
sigma, by defining a sigma is for this functions that is, we could determine sigma is a; as
this form that is, we could write sigma squared a; as sigma i, this is all we could write
that down and since, we know the a; is in terms of the y;.
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We can determine all n this functions also that is, what we have seen in the last class and
you wanted to extend this model to a extend this discussion into now general non-linear
models that is now we go from functions of this form where we had fixed non-linear
functions multiplied by coefficients we could go into a non-linear function itself that
means now you would want to model functions of the form f of x is equal to let us say |
am just writing an example as a; e to the power of a , x or and then plus a; log of x by a4
etcetera.

(Refer Slide Time: 08:51)




So | could write some function of this form and | want to fit in this function into a data.
So important thing to note is, that in this particular case or because this coefficients for
example, this is now appearing as multiplicative factor to this function while this is
sitting in the exponential of this quantity and, so these quantities could have completely
different scale, so different dimensions okay.

So that is will have some application in the analysis which you are going to do okay this
is a; and a, or in general this parameters could have completely different dimensions
okay, ai, a,, as, a4 or we can have completely different dimensions. So now we want to,
what we our aim would be to determine this adjustable parameters a; as a, etcetera.
Okay for, such that this is the best representation for a given, for best function, for a
given data points or again to repeat the whole thing what | was saying before that is we
have to determine a;, a,, as, a4 such that all of the set of data points for any value of x
would pass or would go through the function f of x or be near to the function f of x, so
that is what we want to determine.

So again, we will follow the same procedure as before, we would determine a psi squared
and we minimize the chi squared with respect to a;, a,, as, a4 that is what the general
procedure would be, the general procedure would be to again write down the function,
the chi squared function and minimizes this functions, this chi squared with respect to aj,
az, az, 4. S0 we will see how you proceed with this.

(Refer Slide Time: 08:52)
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So now, so now to summaries the sets in our, we will look at how to fit in a non-linear
function for given set of data points and given set of tabulated data by a non-linear
function ,for example e to the power of a; X, a, x etcetera. Okay, so now, the procedure
we do for this is as same before.



So we could determine chi squared as sigma i, y; minus f of x; the whole squared by
sigma i squared that is what we have been doing and then what we would want is now,
this f of x; now as all the adjustable parameters, so we would want to determine del psi
squared by del a; equal to 0 and use the set of equations to determine.
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So we would, now in general it turns out, it turns out that because this function is now
non-linear in the parameters a; with the set of equations we get from this, okay are also
non-linear, so now we have a set of non linear coupled equations, so now that will
become much more difficult to solve than set of linear equations which we had here. So
we will follow a slightly different procedure from what we have used in here or to solve
this equation. So that is to do a iterative approach.

So you will try to get the values of a in this functions, okay by an iterative method that is
we will come with a set of guess values for a’s and then, we will iterate around that
values that is, you say that we will assume we have a set of a; okay such that psi square is
minimum for that set. Okay, let us say we call them as a, a so now, “a” is vector which
contains a;, a; up to an. Let us say or we will come up with set of guess values for all
this parameters and we will write down chi squared of “a”. Okay let me call that a; and
we will assume that this the guess value that is the chi squared we obtained is kind of is
close to it is minimum value.

So now remember, chi square is now a function of “a” because f of x is a function of “a”,
so now what our idea is to minimize chi square with respect to “a”. So what we are
saying is that, we assume we make a gas for “a” values, we will assume that this gas is
quite good that is what the for the set of values for a as assumed psi squared is quite close
to it is minimum or del psi square by del a; are close to O that is the derivatives of chi
squared with respect to a’s are very small.



In that kind of scenario, we can we can expand chi squared around that value of ap or we
say that chi squared of “a” that is for some value around a, can be expanded as chi
squared of ao plus del. Okay, I will write it for each of this functions, okay a ¢, okay for
each of these elements.

I could write this as, etcetera. So you could, I could still expanding it for one parameter. |
can just expand it in this fashion that is | am assuming that | have the chi squared values
such that, the ap values | have guessed here. Okay such that, so this be ap;, ag; for a 0
being my guess value. Okay a such that, it is very close to its minimum, that is its
derivatives are very close to 0’s and in that case | could expand it in this fashion in a
Taylor series. So | just do a Taylor series expansion or in general case for all the a’s, |
could write this expansion in the following form.

Okay, I would write this expansion as chi squared of a, a is now a vector, okay you write
as chi squared of ag or plus delta a which is also a vector del psi squared by del a and plus
etcetera. So | could write it in this fashion, so basically what I am trying to say is that if,
if I say that my guess is good, okay then, if that is close to, if that is psi squared is close
to minimum then | can taylor expand this function okay and then get a new value of psi
square and | am going to say that this chi squared value, okay is my minimum is, my new
minimum or | will taylor expand by function chi squared function around this a,, okay
such that I go into the minimum, I demand, | go into the minimum that is, this is the new
minimum and | will determine my delta a values that is a; minus a of the values such
that, this is the minimum.

(Refer Slide Time: 02:30)

I can do, I can always do that and then, if this is my initial guesses are good and that
would mean that del chi squared the new a divided by the del a which is the same as del
chi squared by delta a is equal to 0. So remember, all this values are evaluated at a equal
to ao, all the derivatives are evaluated at a equal to a,.



So del chi square by del a would simply mean del chi square by del a equal to a ¢ plus
delta a into del chi square, by so that is a; over 2. Okay del psi squared by del a squared,
so that is what | would get from this. So to repeat what | am trying to say is that | make
instead of solving this equations directly, | go through a iterative approach, Okay that is |
make some initial guesses for my a’s and | would expand my psi squared function around
that initial guess and then | would write a expression like this, it is a taylor expanded
okay and then I can say that my new function which I obtained. Okay the new psi squared
value | obtained okay, that is around psi squared a, not ok is a minimum that is del psi
squared by del a is then is equal to 0.

Okay, so that will from this I can differentiate this right hand side by a equal to 0 so that
gives me an equation del chi square by del a plus delta a into del psi square by del a
squared del square chi squared del squared chi squared by del a squared and that that |
can solve that equations for my delta a’s and thus determine the new a’s.

So once | determine the new a’s, | go back and again check that it is actually a minimum.
Okay, when it is not a minimum, | will assume that as my new guess value, okay then |
will take that as my new guess value and then continue this whole procedure. So that is
what the method we will be following.

So, let me summarize that here. Okay so, we represent by a set of parameters this is a
vector a here, this is a set of parameters a;, a, up to a, all right and then, we see that my
guess value is a equal to ap and | assume that, this guess value minimizes psi squared a
okay.

(Refer Slide Time: 17:13)
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So now, of course this is a guess. So it will not be, it may not be true. Okay, in that case |
say if it is not actually true and then I can expand my chi squared function around that ay



value okay. So | could write it as del chi squared chi squared ao delta a delta D del
squared, this is now, now you can see here this will be the first derivative, this d here
will be the first derivative of chi squared with respect to whatever a k functions we are
using. So then this D would be the second derivative of chi squared that is, what | have
written on the board that is, the expansion of the Taylor expansion of chi squared around
the value ap which is my guess function.

(Refer Slide Time: 18:30)
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So | have this metrics elements dk; and the element dk, now what | am going to say is
that this expansion gives me a new chi squared value and which is now the minimum



okay, that would imply that del psi squared by del a should be 0 because, my new chi
squared is the minimum that is, it should be O and that would, if from this, by
differentiating this I would get that as minus d plus D dot del a is equal to 0 okay. So |
have written that as delta a is ap minus a and a.

(Refer Slide Time: 18:44)
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So that means that now, from this I can solve this equation. Now, you can see that we are
back to our discussions in the last class that is for the general non-linear functions, so we
have a set of linear equations now, so of course this taylor expansion here is terminated at



the order 2 that is why we have a linear equation and if you do not terminate it at order 2,
we will not have a non-linear equation but, our idea is to get a linear equation.

(Refer Slide Time: 19:23)
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So, we terminate it at order 2. And because, we terminate it at order 2 and this the
resulting linear equations when you solve you can get the delta a’s and then once we have
the delta a’s, we can always get the a values because we know the a, values and from that
we can obtain the a values.

So once you determine in short, when you are determining the metrics d and a, we can
get a new set of a values. So now, because we have made the approximation already that
is we have terminated it order 2. So what you get may not be the true minimum again, so
now if it is not the true minimum then, what we do this is go back to this equation again
now, replace the new a by what we got as the new a as ap and continue with this equation
again.

So what the changes would be that we have to again determine this d and this little d here
and the capital d that is this metrics element if you would again determine at the new
value. As | said here, this derivatives when we take okay there is a chi squared by del a;’s
and del squared chi squared by del a; square, this determine a this, these derivatives are
determinant a equal to ag okay. So in short what will be the summary is that we have, we
have assumed, we assume a’s okay, a equal to ao right. We compute chi squared a as
expansion around chi squared of ay plus we wrote it as minus d times delta a plus delta a
D delta a etcetera okay.
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For these elements d and capital D were given by, so the elements of d towers dy d; is del
chi square by del a; and elements dj, was del chi square by, we can expand that so that, so
that is part number 2, okay and then, so first step and then we had this step in which we
expanded this function, so that determines d and capital D as little d and then we can
write delta a. So from this say del chi squared by del a equal to 0, so that would give us a
delta a is equal to we get as minus d inverse capital D delta a as D inverse into d that is
what we would get, and then from that we can determine a.



So that, so we will get new a’s okay, some new a as some a not plus delta a so that is
what we go and now this new a, if this does not minimize again we will determine chi
squared a and we see del psi squared by, so from this, we will determine chi squared a
and del chi squared by del a. Now if this is not O that is basically since this is same as this
element d, okay if this is not 0 then we will go back from here, into this by replacing a
not equal to a, this values of “a” will replace into a not we will go back here and then
again compute not here we will again compute this quantity and now all the determinant
all the elements now, that is the derivatives as to be now the elements of D and little d
has to determine at the new value a, and then we continue this iterative procedure till the
elements till this goes to 0, okay that is what we want to do.

So we want to goes, we want to reach till this is O if, if we go back here if del psi squared
by del a is not equal to 0, then we will go back here ok in this path again here and if it is 0
we stop the problem there.

(Refer Slide Time: 23:46)
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So that is the, that is the iterative approach which we are going to do. So that this
summarize again, so we had del psi square and we could determine the delta a from that
and from there, we could determine a as a not plus delta a which is given this and then we
would repeat this procedure till we get this elements d which are actually the which are
actually the first derivatives of del psi square, okay we are going to O because if, chi
squared is actually a minimum, then the first derivative should go to 0 that means the
metrics elements d should go to 0 that is, what we want to determine. So now the point is,
that we have to determine here del psi square by del a’s or this functions. Okay, so that a
now we saw D and little d as first derivatives and the second derivatives. So let me write
that down again.
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So in this whole scheme, we had d as del chi squared by del ax and we have these D y; as
del chi squared by del ax del a; and, we had psi squared as y; minus f of x; divided by
sigma i the whole squared sigma i, that is what we have. Okay, so now we can determine
now f so that would mean that di’s, y; minus f of x; divided by sigma i squared sum over
i into minus into del f by del ax with a minus sign that is what we get from this right and
dyj’s now are the derivatives of this. So the two terms in this minus sigma i y; minus f of
xi divided by sigma i squared into del squared f by del ax del a; that is one term and then
we would have plus 1 over okay, sum over i 1 over sigma i squared del f by del ax del f
by del a; okay.



So we had these two functions .Okay, so now we have the metrics elements are given by
this, we know that f as the function of x;, so f are functions of x;’s and a; this, we know
that, okay that is what we have. So now, any way we are going to do, what we are doing
IS an approximate scheme in the sense. We have terminated this expansion in the second
term or in the second order term.

So and we are doing a iterative procedure, so we could make further approximations to
simplify things because, when we are doing a scheme an approximate scheme we could
also approximate this function by only this term because, numerically it is difficult to
determine it is there will be more errors in the second order derivative schemes
derivatives okay.

So instead of using this second order derivative of the function at every time you would
just compute the first order derivative and assume that, Dy is, we will approximate it by,
we will just approximate this function by saying that it is sigma i 1 over sigma i squared
del f of x; divided by del a;, okay that is what we would do. So then, we will use this an
approximation okay, so we will now we are not going to use the full second derivative
instead of that we will just use this derivative this has the approximation to this whole
second derivative and the first derivative is given by this that is what we are going to do.
I guess basically, we have to only determine the first derivative and the product of the
first derivative would determine, we will determine the metrics elements for the capital
Dy and this little d will be determined by the first derivative multiplied by the Y minus f
of x; by sigma i squared.

(Refer Slide Time: 29:06)
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So that simplifies the calculation further ok and this is justified because any way, our idea
is to finally get this to 0 right, so that is our aim and we are following a iterative scheme
ok and we would see that in a implementation that the errors introduced by the second



derivative will be much larger than the approximation we make by doing this. Final
answer, of course will not depend on this approximation because the final answer is
correct provided this goes to 0. So that is what the scheme would be and that is what we
are going to do, so we have chi squared here and we have the first derivative of del psi
squared by del a k as this okay.

(Refer Slide Time: 29:13)
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And the second derivative as | said just now there are two terms so one is the product of
the first derivative and second one is the second derivative of this function so what we do
is we will make an assumption that the second derivative is only given by this, this



function that is del square f by del a, del a; term we will throw away. So now the it is that
the this metrics dy is approximate as a product of this first derivatives so that is the
summary of the procedure ok so on once we have that and then now we have the metrics
elements, this is dy and and the little d and then we have this metrics elements we make
them we will write them as 1 by 2and 1 by 2 here just to absorb that factors of two into
this equations, okay and then we can write it in a simple metrics form as a new as a 0
minus D inverse d that is what we will have to do.

(Refer Slide Time: 29:51)
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So once we have this a new as a o minus D inverse into d, we can solve this equation and
we will get back, we will once we solve this equations, we have the new chi square a
value and we can determine the chi squared value. So, now in an implementation that is
that is what all it is, ok it is very simple so we determine the once we have function form
we can determine the chi square that means we can determine di’s and dy;’s, ok and then
write it into this equation and determine the new a values that is the “a” new value would
be given by “a” old value plus the delta “a” which we determine as the as D inverse d and
then you would assume that we will follow this iterative procedure we would finally go
into and dk equal to 0.

But in practice, we will see that this does not happen all the time and because we would
have an initial guess our initial guess, if this is really far away from the real value, the our
iteration will not curve converge it could go into in fact away from the minimum because
we really do not know the chi squared behaves as the function of “a” in the path of “a”
we are following.

So we may not, may be our initial guesses may not be close enough to the real minima in
that case, the minima of chi squared. So in that case, we may not go into that minima by
this procedure, so now let us look at what we are doing, we are doing as to get the new



delta a’s, we are using the second derivative or that is what is called as the hcm of the
function, okay that is what we are using.

(Refer Slide Time: 30:26)

So to get the new delta a, we are using the second derivative of metrics, okay we are
using the second derivative of metrics, that is what we do it to get to the new function,
new values of a. So we could which we have approximated as the product of the first
derivatives but when it goes away from the equilibrium from the minimum that is, if our
iterative scheme is not converging that is one test of convergence would be the elements
of dy right if the elements of dix are not going towards 0 but going away from 0. In that



case, what we could do is not use, so we could use a new a new guess, so what we do is
we will just abandon those guess and going to a new guess value that is one approach and
then we try our luck on whether we are converging or not. Another method is to say that,
ok I will just take this old a value and multiply it by some constant and go into a new
value so that is another scheme.

Instead of making a completely new guess, | have the what ever value, | have obtained
from this solution of this equation, | take this a and instead of using that a completely as |
am saying we are equating this a equal to a the first equation, what | get as new a
compute that psi squared of a from that and del squared x squared by del a or | evaluate
this dx metrics again and then see your elements are going towards O, if they are not
going to O then I have to, | am supposed to go back here and if they are not 0, | go back
here but, if they are going away from 0, then what | should do is instead of writing ao
equal to a, I would write this as now ap equal to some constant times a and then put them
back.

So that is the next technique, ok so these are numerical techniques that is, if every things
are all right if your initial guess is fine then everything should converge smoothly and if it
does not converge and if you see that if your derivatives are going away from 0 instead of
going towards 0 and then you take this new a values which you obtained multiply it by
some constant and then give it back here again. Instead of giving it a, is equal to a, | say
now a o is constant times a.

So this is a technique which we can use to put the, to get the new value so then question
naturally arises is, what is the constant value, so before | go into that I would like to
summarize this once again. So, we said that, we have the chi squared function which we
written like this and then we determined the dy and the Dy; as the second derivative and
the first derivative of the psi squared function and we said that we make an
approximation into the second derivative, instead of the full derivative of the chi squared
function, we will take it as the product of the two first derivatives divided by 1 by sigma i
squared and then we taylor expand the psi squared around the guess value and from this
taylor expansion, we say that taylor expanding, | can go to the actual assumption leads
me to the function del psi square by del a should be O at the new value a. | guess that
should be 0 at the new value a, okay that defines del psi square del a should be 0.

So that from this equation then, | can get an expression of this sort, okay that is I can
determine the delta a’s and from that delta a’s from that I can determine the new a’s and |
say that if that is, and because | have made all these approximations this new a’s may not
be the real minima in that case, | would go back and do the iteration but a technical
question comes what happens, if this new value a obtained it takes me away from the
minima than closer to the minima.

How do | know that, I know that by computing del chi squared by del a if del psi squared
by del a is not going towards the 0 then that means | am going away from the minima in
that case | should, instead of using the new a value completely as ag, | should use the new
a value multiplied by a constant as a,. so that is the summary. So now, the question is



what is the constant, which I can use to multiply? So we see that that is why I said in the
beginning that, this a’s this function f which contains a or different a’s of different
dimensions ok one could be dimension of length other could be dimension of time and so
they are all different dimensions.

So you cannot use the same constant to multiply all the a’s. So because they have
different dimensions, ok so and the scales could be very different. So it is not correct to
use the same constant you multiply all the a’s. So we need for different a’s a is a as | said
as a column vector now, so it has contained all the a;, a, up to a M parameters. So we
need a different constant to multiply the a’s think, how do we do that, okay so one way is
to do is to take that if you look at this function ok this metrics here ok and we will see
that the diagonal elements of this metrics which is this del f by del a; del a; whole square
ok has the dimension of a;’s.

So to determine the new a; what we are doing is to take the this metrics d and find the
inverse of that and multiply it into this first derivative metrics. So, what we see is that
when it is not converging, we need to multiply it by a constant. So now problem is what
to do? How do we determine the constants because each of the a’s are different
dimensions some have length some have time etcetera okay.
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So one way to determine that as | said is to take this d and look at the diagonal elements
of that ok and give that diagonal element more weight age, so that is one way of doing
this instead of multiplying by a constant here and this constant is different for different
a’s so, what we do is to take this metrics d here and this Dy; metrics and give more weight
age to its diagonal elements. So instead of using Dy; metrics straight away here, we will
give more weight age to its diagonal elements and then multiply it by the d so that is
equivalent to doing this.



So if it is converging, we could use give all the elements of the metrics the same way and
if it is not converging, we would give more weight age to its diagonal elements that is
what we would be following. So that is what | meant by doing this here Levenberg
marquardt method is this exactly that one that is in which we determine the hcm that is
this element this metrics Dy;’s and then we would give more weight age to its to ts
diagonal elements when, when the chi square is not converging or the chi squared is not
going to the minimum. Okay, so that is the, we use this constant, we have to use the
diagonal element of the of the metrics okay.
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So in other words, we would write now the metrics as the diagonal elements of the
metrics we will write as 1 plus lambda into Dj;. Dj; is the diagonal metrics, diagonal
elements of this metrics d. So now we will rewrite those metrics elements as 1 plus
lambda and we put lambda equal to 0 when everything is converging and lambda equal to
large number, if things are not converging, so when we have a additional parameter
lambda here, okay which is in the iterative scheme.

So we see are we going towards the del chi square by del a equal to 0 and if we are going
towards 0 then, we would put lambda equal to 0 and if we are going away from that then
we put lambda equal to large values say 10 or something like that and then you would go
back and then in the step, if it improves then we decrease the lambda again. So we
decrease the lambda in general we start with lambda equal to let us say one, because we
do not know our assumption initial assumption how good it is.

So, let us say it starts with lambda is equal to one and if we are going towards the, if you
are converging we keep decreasing the lambda and if you are diverging, we keep
increasing the lambda. So that is the general scheme which would follow. So that is been
summarized here.

So new this method of choosing them lambda values we choose a moderate initial value
for lambda the same lambda equal to one and then we would compute the metrics D and
the little d and now we will solve those equation for delta a and then we will determine
the chi squared at new delta a new a value that is a plus delta a right.
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We solve this equation d, d inverse, d inverse d to get the new delta a and from the delta
a, we can compute the new value of a or new value of chi square that, psi square a plus
delta a. Now, if psi square a plus delta a is going away from the minimum that is, it is
going it is increasing as upon the earlier value then, we would increase the lambda value



by a factor of 10 and if it is decreasing, we will decrease it by a factor of 10. So that is the
scheme which we do and we will go back and repeat the process unless this is the start.
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%fn",d[0].d[1]);
al=al-(D[1][1]*d[0]-D[0][1]*d[1])/DD;
aZ=a2-(D[O][0]*4[1]-D[1][0]=d[0]),/DD;
printE( “n %d al %if ¥

f'n" ,n,al,a2);

}

chisg=0.0;
for{i=0:1<=n;i++)
i
chisgechisg+(exp(al®x|i])+3.0"exp{aZ
(1] 33" (expl{al®x[i])+3.0"exp{al*x[1])]};
I

printfi” %d xhisq = %f Standard

error = %n" . n-1,chisq, sqgrt{chisq/(n-1)3);
50,53 BER%
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So that is a, that is a way we do, if lambda is, if our scheme is not converging, so we will
now see an implementation of a this code in a this, this algorithm in a program. We will
first see the implementation without the lambda and we will see the implementation of
the lambda after that. So here we are trying to fit, if a given data point or a set of data
points through a function of this form that is exponential a;x plus 3 times exponential a,
of x that is the function which you are trying to fit. So | will write that function here.



So here, we trying to fit a function of this form, that is exponential a 1 times Xx; or this is
f of x; plus 3 times exponential a 2 x ;. So, | chosen this function, so that again we allow
only 2 parameters to fit. So our metrics would only be 2 by 2 metrics. So it is easy to
solve without actually going through a numerical technique to invert the metrics because
we will use this, this as an example and what our idea would be to determine a 1 and a 2
from this by minimizing chi square.

So we will write chi squared as 1 over, we have all the sigma i as 1 again and then we
would write chi squared as sigma i 1 to n y; minus the whole squared and then, we would
determine all the the metrics d and capital D and we would implement this in this
program, that is what we are doing here so this is the chi square.
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praneE( “%f % \n",d[0],.d[1]);

al=al-(D1][1]*d[0]-D[0][2]=d[1])/DD;

aZ=a?-(DLOY[0]*d[1]-D[1][0]=d[0]),/DD:

printf( 'n %d al 5f a2 X
f'n" ,n,.al,.a2);

1

chisg=0.0;
for{i=0:1i<=n;i++)
1
chisgechisg+({exp{al“x|1])+3.0"exp{aZ
x[1])=y[1]}*(explal®x[i] }+3.0%exp{aZ®*x[1] )=-y[1]

psi square is exponential a; x plus 3 exponential a, x square. So | multiply that again by
this and minus y of i the psi square is minus y of i. So | should substitute minus y of i.
Okay, so psi squared is “a” exponential a; x plus 3 exponential a; X, a, X minus y of i.

So that is what we have to determine is the a 1 and a 2 values from this, okay so now
begin with we have a similar program to that a similar to the earlier ones that is we have
the x of x in array x and y okay in which we would store or we will read of the elements
of the data points given, if the data points are now given in the non-linear dot data this
this function this file so we will read of that file to get our x and y values till the end of
the file.
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#Finclude<nath . h>

Finclude<stdio, h>

mainl )

i

int 1,j.m;

float x1,x[25],y[25],df,df1 %1 ,a,b,0[Z]
[2].d[2],al, @2;

float 5=0.0,5x=0.0,5y=0.0,5xx=0.0, Syy=0
L0, 5xy=0,0,DD;

float chisq;

FILE *FP,*fpl;

fpl=fopen("non-linear.data™,"");
=0z
T:1d=-19

So remember, this is while loop here and this while loop will read it till the file end of file
statement is seen. So we do not have to give the number of data points it will read off by
itself and the number of data points are then equal to i minus 2. Okay that is what we read
of, so we have all the data in this file and then we would the program would kind of look
for the input for a; and a, values that is the initial guesses for the a; and a, values okay
over the function e to power of a; x plus 3 e to the power of a; x. So a; and a, are the
ones you have to determine or the idea of this program would be is to determine a; and a,
but we would give a; and a, a guess value right.
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float x1,x[25),y[25],df ,df1,x]1, a,b,D[Z]
[2].d[2],al,a2;

float 5=0.0,5x=0.0,5y=0.0,5xx=0.0, Syy=0
.0, Sxy=0.0,0D:

float chisq;

FILE *FP,*fpl;

fpl=fapen( " non-linear.data”,"s");
1=

whilel ! feaf(fpl))
Hfﬁudnf{tpl-"%f" NI kx[i])  &y[1d);
P44}
]

felosel fpl):




And then, so it initialize, we now, we have to determine the D metrics and the little d
metrics and we will so this is the start of the of the loop, iterative loop okay, we first, we
have to initialize this d metrics and the little d metrics which is the first derivative of the
chi square and we will continue this till this elements of this d metrics that is the first
derivative of chi squared goes to O right okay, that is what while loop doing. So that is,
this the start of the iterative loop, so the iterative loop will continue till sum of the
elements of this d metrics goes to 0 right, so that is the, the so | have taken the sum of the
absolute value of the elements in this metrics. | cannot say numerical program should go
to zeros given some tolerance here the tolerance is “.01” ok you could change this
tolerance to the desired value.
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felose(fpl):

scanf{"%f" “%f", %al,&al);
d[0]=1.0; d[1]=1.0;
'n'l'ui]E{i'ah:o.l;'d[I.'Iij:-+{..1l.'-hr.jri|llj'.-'i'l-.-:'n';l
{

D[o]1[0]=0.0;
D[0][1]=0.0;
D1][0O]=0.0;
DI1][1)=0.0;
d[0]=0.0:
d[1]=0.0;
for{i=0:41<=n:1++)

So here, so now while loop that is the iterative loop starting, okay now, this iterative loop
starts from here and then keeps continue it, continue it keeps continuing or it continues up
to of the elements of the d metrics goes to 0 and | determine that by computing the
absolute values of the element the sum of the absolute values of the elements.

So that is what my, it should be greater than if it is greater than “.01” then the loop should
continue if it goes less than .01, then it will stop that is the that is the which I have given
and this tolerance is something which is determined by the user. Okay, so now when we
initialize the d metrics and the hcm and then we would compute that values. Okay we are
computing the sum over i and the product of the two derivatives, ok so that is what we
are doing it is the product of 2 derivatives and the factors of the 2 incorporated because
we wanted to write it as simple delta a as d inverse d.

So we want to write, so we put in the factors of 2 in here and then this is the product of
the first derivatives of the functions. So this is do would be just a product del f by del f by
del a; multiplied by del f by del a;. So that is simply x of i into x of i exponential 2 a; of
x of i, we have the function of this form and we said that the metrics element D;; would



be then 2 times del f by del a; into del f by del a;. 2 coming because, we want to write
this as simply d inverse d, so that is, that would give us as your 2 times X; into del f by
del a; will be again, e to the power of a; x. So e to the power of a; X; and into x; e to the
power of a; X; or | wrote this as 2 times X; into x; that is x; squared e to the power of 2

ai Xj.
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1 e ——
while{fabs(d[0] }+fabs{d[1])>0.01)
{
D[0][0]=0.0;
DLo][1]=0.0;
D[1][0]=0.0;
D1)[1)]=0.0;
d[0]=0.0;
d[1]=0.0:
for{i=0:1<=n:1++)
i diojloj=D[0f[0])+2*x[1] -"l’lﬁ"-“ﬂf-’ al
xf1]);
DiO][1)=D[0][1]+6*x[i]*x[1i] "exp(al x|
i])*expla2*x[i]);
DlL][o)=D[1][0)+e*x[i]*x[i])*exp(al x|
1] *explaZ*x[i]);
32,38 J8%
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So similarly, other elements | can write now and that is what has been put in here okay
SO, X; into X; e to the power of 2 into a 1 x; and Do; would be now the multiplied by 2
times X; into the e to the power of a; X; into X; into e to the power of a 2 x; because, now



Do: is the a, the second part of the function and Do, D1p are same they are symmetric
and then you have D1; which will be now 2 times Xx; into x; into 3 times exponential a, X
into 3 times exponential a, x that is 9 times exponential 2 a, x that is what is here.
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while{fabs(d[0] }+fabs{d[1])>0.01)
{
D[O][0]=0.0;
D[O][1]=0.0;
D[11[0]=0.0;
D[1]1[1]=0.0;
d[0]=0.0:
d[1]=0.0:
for{i=0:1<=n:1++)
{ D[o][0]=D[0][0]+2*x[1]*x[1i] " exp(2*al
xl1]);
Do)l [1)=D[0][1]+6"x[1]*x[1i)"exp{al®x]
i])*exp(a2*x[i]);
pl1l[e)=n[1][0)+6*x[i]*x[i] *explal*x[
1] " expla2*x[1]);

32,48 48%
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D[1][0]=0.0:
D[1]1[1]=0.0;
d[0]=0,0;
d[1]1=0.0:
for{isl;i<en;i++)
{ D[O][O)=D[0][0]+2*x[i]*x[i] " exp(2*al
x[i]};
DIO][1]=D[0][1])+6°x[i]°x[i] "exp{al*x[
il explaZ*x[i]);
D[1][0)=D[1][0]+6%x[i]®*x[1] *explal®x]
i)Y explaZ®x[1]);
DLLJEL)=D[1][1)+2*x[1i]*=x[1]* 9 exp{2*a
*x[1]):

d{0]=d[0])-{y[1i]-(explal®*x[1])+3. 0"exp
fa2*x[1]1)))*x[1] *explal®x[1]);
35,41-48 535%

Okay, so that is the metrics elements as we determined, okay the d;; is 2 times Xx;, 9 times
exponential 2 a, Xx;. So that is what and then we have the do which is y; minus
exponential a; x; plus 3 times exponential a, x; that is y; minus f of x; into the derivative
of the function that is x; into exponential a; X;, the derivative of the function with respect
to a;. So that is x; into exponential a; x; and similarly, d; would be y; minus f of Xx;



multiplied by the derivative of the function with respect to a ,, now that is 3 times x of i
exponential a ; X; .

So now, we have the metrics and then we would compute the inverse of the metrics as,
we have done for the a general linear fit. So we have the determinant of the metrics and
then | take the, 1 would compute that the inverse of the metrics as the adjoin divided by
the determinant and then from which using that | can determine now a; and a, values.
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E;} ; ] f-] |

=0[1][1])+2*x[i]*x[i]* 9% exp(2*aZ*x[i]);
d[i]=d[0]-(y[i]-(explal®x[i] )+3.0"exp
(aZ*x[1]3))*x[1] *explal®*x[1]);
dil]l=dlLl]=-C(y[1i-Cexpl{al®x{1])+3.0%cxp
Ca2®*x(1]))y*3%*x([1] *explad®x{1]);
DD=D[1][1]*D[0][0]-D[0](1]*D[1][0];
pEinEE( "sf Xf xf %O wn" 0LO]J[0],D[1])[0],
DEOTL1],DLL][L]);
pEEREE( “%f %" ,d[0].d[1]3;
al ﬂ1=[ﬂ[l}l|| dlO)=-D[ O] [1]"d[1] )/ DD;
aZ=a2-(Dloj[o]*d[1]-Dl1][0)*d[0] )/ DD;
pEinEE("n = %d gl =% a2 =%
'n".n,al,a2):

So by multiplying the metrics with the d inverse with d such that with capital D inverse
with d, | can determine the delta a and then I name a new value a 1 as a 1 minus delta a as
we just saw. So a 1 minus delta a is implemented this a; and a; are the new values. So the
old value minus the product of metrics, okay gives me the new values of a; and a,. So
then | would determine now.

Now I will once again a; and a, values here, | can | also have the d values here and here |
will just check whether these d values satisfy my condition of the while loop that is the
absolute value of do plus dy is less than “.01” if it does not satisfy then this loop will
continue with this newly determined a; and a, values as the new values and | compute
again the do metrics and the d, the capital D and the little d metrics and we continue the
iteration all the way.

And once that condition is satisfied that is the value of the, so once this the absolute the
sum of the absolute values of the d’s are less than “.01” then it comes out of this thing
this loop ok and writes the new chi square value and the standard errors that is what this
program shall do so we will look at this program.
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dil]=d[1]=-(y[1i]=Cexp{al®*x[i] )+3.0%exp

(aZ2ex[i])))=3*x[i] *expl{aZ®*x[i]};

Db=D[11[1]*D[01[0]-D[01[1]*D[1]1[0];

pelatl( “sf £ %f %", DlOJ[0].D[1]L0],
ploj[1],D{1][1]);

peintE( “sf %\n”,d[0],d[1]);

al=al -[L'l'nl'jlll d[0])-D[O][1)*d[1])/DD;

aZ=a?-(D[0][0]*d[1]-D[1][0]*4[0]),/DD;

pEIEES("n = %d al = %f
ivn,n,al,al);

1

chisg=0.0;

for{i=0;1<=n;i++)
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[sunil@dali lectl5]S
[sunil@dali lectl5]S
[sunil@dali lectl5]% ls
non-linear.c non- linear-data.
fit noen-linear. data
[sunil@dali lecti5]3 rm .
f -non-linear.c.swWp

[sunilédali lectl15])5 rm .non-linear.c.s
|sunil@dall lectl5]s

[sunil@dali lectl5]

[sunil@dali lectl5]§ !wvi

vi non-linear.c

[sumil@dali lectl5])3 geoc non-linear.c -1m
[sunil@idali lectl15]% ./ a.out

s -.of

So we will compile this and then run this program and since, it is waiting for some input
values to be given so give some input values as minus “.5” and minus “.8” okay, so it
computes that thing and it gives me as minus “.898” and minus. minus “1.43 ” as my as a
solution finally okay, so it went through some number of iterations ok and then it comes
out obviously it did not complete this in 1 iteration it set it in many iterations. Okay, so
and it, but it converged this program okay and it started with a;, a; values as “.22” and
“1.23” and then *.36” “".4” etcetera.
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1. 447760

-0, 881869
7 4.60615T7 7.417026
I 0.020298
Al -0. 891012 as 1.439493
4.571744 4.5T1744 7.461561

0. 010315
0. 895737 ad

4.553919 7.485161

244 ad = 1.437149
'S Standard error = 0.
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[sunil@dali lectl5]5 !vi

vi pon-linear.c

[sunil@dali lectl5]3 gee nom-linear.c -lm
[sunil@dali lectl5]S ./ a.out

36.992130

-1.234115

1l 0.367919 a? 419649
741 9.350741 7.7T71282
alil
al = -0, 506001 a? = =1.489727
B0 7.004599 7004599 &.746056
TEO 0.898328

And finally it converged into this value that is minus “.898” and “1.43” and with a chi
square which is “.26” with a standard error of “.14” which seems to be pretty good.

so we will look at this now we will plot the data which we had that non-linear data
function in the file and we will compare that with this exponential minus “.898” x; plus 3
times minus exponential minus “1.43” x; function such what we will do here so minus
here “.898” and “1.437” are the parameters here.
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al 0.865082 a2 1.447760
. 670737 4.670737 T.33725
039425
al =0, 881 BED a2
i . 606157 4.606157 7.417026
L 0.0202598
al 0.891012 ad 1.439493
3.141797 4.571744 4.571744 7.461561
0.00/950 0,000315
al 0. 895797 al 1437942
4.553919 4.553919 7.485161
& 0.005200

al = .
13 xhisg 0. 263775 . = 0.

[sunil@dali lect151$ i

set pointsize 4

plot "non-linear.data’ w points 7, exp(-0.808%
}+3. 0%exp(-1.46"x) 1w 4

pause -1

So “.898” and “1.43” as our parameters and that is the function | am putting and non-
linear dot data is the data which is given to us and exponential minus “.898” x plus 3
times exponential minus “1.43” x is our function. So | will plot this function and that is
what we would get. Now, in this plot, okay we can see that the the round are again data
given to us and this is our fit through it and this is the best fit which we can get with this
double exponential function. So now, we should now look at an example, where this may
not be so simple that is this function may not converge as easily as we just now saw.
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So in that case we will have to now, in the program we will have to make some
modification that is we will have to now say that dgo instead of saying it is just that
product of 2 derivatives we will have to multiply this by 1 plus lambda, ok and whenever
we go away from the convergence we will have to increase the lambda and we are going
to wards the convergence we have to decrease the lambda and that is the only
modification in terms lambda which we have to make only the dy element and the d;
element, we will have to change and include this into to accommodate the convergence
the solution for the convergence problem, okay that is what we should be trying to doing
this, in this program and we will see in the in the next class | will stop here.
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for{i=0;i<=n;i++)
{ DEO1[0)=R[0]1[0]+2°x[i]*x[i] exp(2*al
x[1]):
DEOT[1T=D[0][1])+6*x[i]*x[1i] *exp{al*x[
i] Y explaZ®x[i]);
DLLI[OY=D[1][0)+6*x[i]*x[i] "exp{al*x[
i] Y explaZ®*x[i]);

Olil[a)=0[1][1)+2*x[i]*x[i)* 9 exp(2®a2®x[1]]);
d[0]=d[0])-{y[i]-(explal®*x[i])+3.0%exp
Ca2®*x(1])))*xl1 ] explal®*x{1]);
dil]=d[1]=-(yl1]-(explal®x[1])+3.0%exp
(a2®*x[1])))*3*x[i]*explaZ®*x[i]});
k

DD=D[1][1]*BLO][0]-DIOT[1]*D[L][0];

32,19 B2%
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MNon-linear.c

#include=math.h=
#include=stdio. h>

main()
{
int 1,},n;
float x1, x[25],y[25],df df1,xl,a,b,D[2][2],

di2].a1,a2;
float $=0.0,Sx=0.0,Sy=0.0,5xx=0.0,
Syy=0.0,5xy=0.0,DD:
float chisq;
FILE “FPF,% g1,
fpi1=fopen("non-linear.data" "r");
i=0:
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while(!feaf(fp1))

facanf(fpl "% "%l Exli], &v[il):;
I+

felose(fpl);

n=i-2;

scanf{"%f "%f a1 &a?):

di0]=1.0; d[1]=1.0;
while(fabs(d[0])+fabs(d[1])=0.01)
{

D[0][0]=0.0; D[0][1]=0.0: D{1]{0]=0.0:
D[1][1]=0.0;
d[0]=0.0: d[1]=0.0
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for(i=0:i<=n;i++)

{

DIOY0]=D[0J[0)+2*x[i]*x[i]"exp{2"a1 *x[i]);

DIO)[1]=D[O][1]+6"x{i]"x[i]"exp(a1*x[i]) *exp({a2"
x[il);

D1 )[0]=D[1][0]+6*x[i]*x[i]*exp{al *x[i])*exp{a2*

=
D=0 2% ]9 expl2=a2*x[i]);
d[0]=d[0]-{yli]-
(explal™xi]+3. 0% explaZ=x[il))) *x[i"expla1 *x[i]};
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d[1]=d[1Hyli}-
(expial*x[i])+3.0%expl{a2*=[i]))) " 3"=[i]"exp{az
i),

}

DD=D[1][1]*D[0][0]-D[O{1]*D[1}0O];

printf("%ef 9af %f 9fn®,
D[ON2],D{1][0],D[0N1],D1)[1]):

printf("%f %%fn" d[0],d[1]):
al=al1-(D[i11*d[0-D[011*d[ 11D D;
a2=a2-(D[0][0]"d[1]-D[1][0]"d[0]/DD:
prntf("n = S&d

%efn® n,al, a2);

}




(Refer Slide Time: 56:54)

chisgq=0.0:
far(i=0;i==n;1++)
{ . -
chisg=chisg+{exp(al*x[i])+
3.0"exp{a2*x[i]})-

ylil)*lexp{al™x[i])+3.0 % explaZ *x[i] l-y[i]);

]

printf(" Yed xhisg = %f Standard error =
%whn”, n-1,chisq, sqriichisqfn-1)));

}




