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Today we will continue on the methods of modelling data. So, last class we saw how we 

could fit a straight line through a set of data points given. So, we will continue on that 

and error in this fitting, and how to quantify how good is your fit or your model for a 

given set of data points that is what we will continue again today. 
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 So, we were looking at linear fit that is what you are doing in the last class. So, there is 

we had a set of N data points and which has labelled x i and y i on through which we had 

fit is straight line and of this type ax plus b and the idea was to determine the parameters 

a and b such that this is a best fit to this data. So, remember we have fixed this form of 

the function all we do in fit is to determine the values of the parameters. So, that we used 

what is called we had a definition for a function called chi square which is the difference 

between the data points given and the function square. So, that is y i minus f of x i 

divided by sigma i.  



So, sigma i represented the measurement of the reliability of each of this data points x i 

and y i other we define this function as y i minus f of x i divided by sigma i square 

summed over all data points and we said that minimizing this. Our idea is to minimize 

this function with respect to a and b and that would be, that is what we consider as a best 

fit. If this function is true the presentation of the set of data points then they should be chi 

square should be very small and we show that chi square of order of n minus m, m being 

the number of in this case two is n minus 2 is a good means is a good fit that is what we 

looked at and the way we did was to write down the derivatives of chi square with 

respect to a and b the two parameters and equating them to zero that is minimizing the 

chi square with respect to a and b and then we get a set of equations which we can solve 

to get a and b. 
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 So, we had this couple of this equation this two equations which we can solve to get a 

and b and solve this we determine we wrote down some definitions for some symbols for 

....remember here y i x i and sigma i are known to us what we do know is a and b. 



(Refer Slide Time: 05:22) 

 

 So, we can write sigma i going from 1 to N y i by sigma i square as one quantity which 

we call y i into x i by sigma i square which we call Sxy and then sigma i going from 1 to 

N x i square x i into x i by sigma i square which we call Sxx and sigma x i by sigma i 

square which we call Sx. And similarly here we had sigma y i by sigma i square which 

we call Sy and sigma x i by sigma i square which we saw is Sx and one over sigma 

squared which we call one over sigma i square which recall S and with these definitions 

which has summarized here and  substituting these definition into this set of equations 

we could get a set of equations in terms of S which is Sxy plus a Sxx plus b Sx equal to 

zero and minus Sy plus a Sx plus b S equal to zero. 
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So, these two set of equation ns we could solve for a and b and write a and b solutions as 

thus. So, now I mean once we have written it in this fashion you can see that if you given 

the values x i and y i is easy to compute these quantities a and b and we could get the 

best fit parameters a and b. So, that is what we could do and then we said that... Now, let 

us get error estimate for this object. So, now, we have the parameters a and b and now 

we want to get an estimate of the error. So, for this in these parameters a and b. 
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 So, for that we use the definitions of we call this parameters that errors in the fit 

parameters as sigma a and sigma b. So, that is what we had used and we said that pi we 

had this definition for propagation of error and which we said that if there is an error and 

a parameter or floating point x then how does that error propagate into the determination 

of value for a function f of x and we had the definition for that and we use the same 

definition in determining sigma a and sigma b. So, with using that definition we could 

write sigma a as sigma i which is now the error in the value y i .So, this the x i y i and 

this is the error in the determination of y i itself and then could say del a by del y i that is 

what kind of definition which we have written before. So, in this case we would define 

this as sigma a square sigma i i square similarly would write an expression for sigma b 

square. So, that is what we have here is goes to [ ] summarized here. 

 So, we had in general any function f would have the sigma i square sigma del f by del y 

i whole square the partial derivative f with respect to y i into sigma i which is the error in 

the thing itself. So, here instead of that now we have the order determinant the error in 

the a. So, then we would determine that as the error in the y’s and multiplied by the 

dependence of the derivative of a which is now consider a function of y and derivative of 

a with respect to y remember if you look at this definitions you can see that this a is a 

function of y that because Sxy and Sy etcetera contains y i. So, a is a function of y 

similarly b is a function of y and we know what is the reliability of the value y i. So, 

using that we can actually determine the error in sigma a square. So, that is...  

So, with that we complete the determination of a b and it is error and then we could write 

down sigma derivatives in form like this .From this definition of a and b I can derivatives 

in this form and substituted back into the sigma a square and sigma b square values and 

then we could get the determine the error. So, when we will see that sigma a square then 

simply when submit the substitutions you will find the sigma a square is simply S by 

delta and sigma b square is Sxx by delta where delta is our Sxx square is this simply this 

quantity S into Sxx minus Sx square. So, from this from we have this expression for a as 

S into Sxy minus Sx into Sy divided by Sxx minus Sx square and now this are functions 

of y. So, we could determine a as derivative of a with respect to i and then I can write. 

So, this is written as S Sxy minus Sx Sy divided by delta. 

 So, that is a definition of delta and then I can write from this I can write using now I will 

find the derivative of this with respect to this a with respect to i and then substitute that  



here and then I can write finally, that sigma a square as simply S by delta that is what 

you would get S that is a function which you writing here S by delta and similarly sigma 

b square as Sxx by delta and now this is we would see. So, now, from define this two 

derivatives as has this two errors .We can also define what is called as standard deviation 

and if you do not know the sigma values we could get that we could also get an estimate 

called standard error .The standard error is chi square by n minus two. So, we will 

complete our linear regression of the linear fit using these three obtaining a b sigma a 

square sigma b square and the sigma y x which is the root of chi square by n minus two. 
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 So, that we complete the fit to a linear function and we would just see an 

implementation of this gen-linear program that is what you would look at now. You just 

look at this implementation in a program.  
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 So, here I try to implement this whole idea into this program. So, we defined this is c 

program. So, we have an array x and y here I use an array x and y to store the data which 

we have which for to which we have to set [ ] the linear function and this data is stored in 

some file called fit dot data. 

(Refer Slide Time: 12:20) 

 

So, then and I define here as floating points the functions the value function S Sx Sy Sxx 

Syy and Sxy and d which is my delta. So, this is this defined as floating point numbers 

and then I open a file here which is been declared as a file pointer here fp1 I open that 



file and I read using this f scan function all the x i and y i values and then... So, then I get 

the total number of points in that and for that i do the sum over i going from 1 to n 0 to n 

in this case 0 to n minus 1 in this case of all the data points to get is S Sx Sy and Sxx that 

is what I am doing here. 

 So, S is simply one over sigma i square and sigma i since in this data the sigma i’s are 

not specified in that kind of circumstances we assume sigma i to be equal to one all data 

points are equally reliable and we put sigma i equal to one and then S is now which is 

sig[ma] summed over sigma i square summed over i will become just simply summed 

over i summed over one, because one by sigma s square is now one. So, S is this sum 

over i one and the S x x is now x of i divided by i sigma square becomes S of x which 

becomes just simply sum over i x of i whole square.  

So, this for loop that is this for loop grants from 0 to n and then keeps sum in x of i y of i 

and x of i into x of i and then y of i into y of i and x of y into y of i. So, that gives you all 

the Sx Sxx Sy Syy and then I could compute the d which is the delta which is s and Sxx 

minus Sx square and I could compute a and b once i compute it a and b and then I can 

compute the chi square now. So, I can compute chi square here since(( )) So, the chi 

square now is the sum over i going from 0 to n minus 1 of the function value .So, the 

function value which is a x plus b minus y of i whole square. So, let us multiply by itself. 

So, that is a chi square. 

 So, I having determine a and b and determine what is the chi square now x I know that I 

determine a and b by minimizing chi square. I determine a and b this function a and b by 

minimizing chi square that is the way I get this expressions then I need to know what is 

the chi square value what is the minimum chi square is and that is what I am computing 

here. So, I am just after determining a and b here I determine the chi square value as a of 

a x plus b minus y whole square that is ax plus b minus y into ax plus b minus y and then 

I print out using this printer function on to the screen the chi square value and the 

standard error. Now, the standard error is now as you can see is just simply given by 

square root of chi square by n minus 1. So, there is why my standard error S. 

 So, that I print out the standard error I print out the chi square value and the n minus 1 

itself and then I could have the sigma a’s and sigma b’s and sigma a is now given by S 

by delta and S sigma b is given by Sxx by delta .So, that will give as a reliability of a and 



b how good the function S. So, that is what we are going to do and we will just run this 

program and see what we get. So, we will compile this and run it . So, that gives us as a 

as two point nine two three and b as two point eight nine the values which I got for a and 

b and the chi square n minus 1 is seventeen the number of data points now is about is 

eighteen and then the chi square which is of and the two eighteen data points and we 

have two sitting parameters. 
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 So, the chi square is around twenty-one which is not too bad and your standard error are 

one point one one and sigma a that is a reliability of a is point zero zero six nine and b is 

point two six that is what we get from this and we could see how the data would be 

fitting into this we will say see that by f fitting that line into the... That is a fit which we 

have here. 
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 So, we have the data points spread around here and that is our linear fit using ax plus b 

function that is what we see with this I think. 
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 So, now, we go back and to look at the little more general fit form of this. So, we will 

now extend that is what we mean by that if you will extend the function which we were 

using as. 
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 So, for we using trying to fit functions of the form f of x is equal to ax plus b that is f of 

x i plus ax i plus b. 
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 So, we will now look at little more general case that is we will try to fit functions of this  
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one that is some we could say that sigma i a i some functions of x i .Now the a of x,x 

could be a capital X which I have used is could be any function of x i that is need not be 

a linear function it could be even non-linear function could be sin of x cos of x or 

exponential x all the parameters are here not inside this function. This is a linear 

combination of many non-linear functions is possible, but it is still as for as a is 

concerned is a linear this f of x is concerned is still linear in a. So, that is general linear 

fit. So, now, the question is how do we fit and how do we fit such a function into a set of 

data points next step to do after go a simple function like this. we could go explain... a 

little more complicated function of this form. So, that is this could be some polynomial it 

could be any non-linear function this one as but we do not have any parameters inside 

this function to fit all the parameters are outside of this function sum of all such 

functions. 

 So, we will see the general case of that. So, we will go ahead and define function the 

general function as this one there are now M such function there is a m parameter[ ] we 

got. So, we saw we did earlier also the number of parameters to be fitted is called M this 

m. So, that we have M such functions called X k’s. So, we have a k’s as the parameters 

and X k’s as the function and this function is completely known and what we need to 

determine is this a. So, now, some arbitrary function which is completely known. So, 

now, we can determine our chi square write down our chi square as before there is y i 

minus f of x i divided by sigma i whole square that is what we suggestion earlier.  



So, you remember chi square was written as sigma i y i minus f of x i divided by sigma i 

the whole square that is what we have written,, but now our f of x i as become that. So, it 

will become sigma i y i minus sigma k . So, now, then we called a k X k of x i divided by 

sigma i the whole square. So, now ,where is become our chi square function and now we 

can minimize this chi square function with respect to all a k’s that is what we kind to 

look and you will minimize this chi square function with respect to a k’s and then we 

would write it as when you write that you will get del chi square by del a k equal to zero 

that is what we would write and that would give us now No Audio:22:38-22:56 and we 

would get here as .So, that is what you would get.  

So, you would chi square and you will say chi square is given by this and then I would 

minimize chi square by each of these parameters a k. So, that would give I this function. 

So, that will give y i minus sigma k a k X k of x i divided by sigma i square into X k of x 

i this particular k .So, this goes from 0 to M minus 1 or 1 to m. So, the number of 

parameters which we have and this is what we will get and now this is the equation 

which would I will solve. So, we would have for each of the k’s each of the k’s that is 

going from 0 to M minus 1 we will have that many number of equations and that is what 

we would have to solve and that is what we would have summarized here again. So, 

summarize that here. So, we will have y i minus sigma a x divided by sigma i square X k 

as the number of... that many number of equations where k running from 1 to M. 

 So, we used to 1 to m here that is what we have. So, now, I can expand that and then 

write this equation in this form. So, that I will write as [ ] I will just multiply this out 

right and then write just to avoid confusion we will use j here [ ] and we use and then 

you would write this as sigma i y i by sigma i square into X k of x i that is a first term 

and then i will have minus sigma i sigma j going from 1 to M a j X j of x i into X k of x i. 

So, that is what we would have. So, we have this is the equation to solve. So, that equal 

to zero is the equation which we will have to solve for these functions again you can see 

that we will have. So, this is equal to zero is the equation. So, this equal to that is the 

final form of the equation. So, that we will write in the final form. 

 So, before I just summarize. So, what we did was we wrote the chi square as now in this 

form which is same as before that is y i minus f of x i by sigma i whole square we 

minimize each of this a k’s and then you would get this equation now with which can be 

written as sigma i y i by sigma i square X k of x i is equal to sigma i sigma j a j X j of x i 



into X k of x i that is what we have and we would call ... now this is the form which we 

would have to solve and we have to solve this function for the a j values that is what. So, 

we have a equation of this form and we can solve them for the a values. So, we will use 

we will represent this by one symbol and we would represent this by one symbol and 

then write to this matrix form as d equal to D times a. So, now, d is a column vector 

which contains these functions and D this is now a M by M matrix which contains X j X 

k elements and a is again a column vector which contains M elements that is what we 

would have. So, let me summarize this once again here. So, that is written here. 
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 So, I have this equation that y i by sigma i square X k and x i minus sigma i going from 

1 to M sigma i going from 1 to N j 1 from 1 to M and i going from 1 to M and a j X j by 

sigma i square X k equal to zero that is what we get by minimizing the expression and 

then we just wrote this as sigma j equal to 1 to M sigma j going from i going from 1 to N 

a j into X j X k by sigma i square on the left hand side and this on the right hand side that 

is what we have done and then i represented this by a matrix which actually I would call 

the alpha here and then a j beta this is what  
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 So, beta k is now simply beta k for each of this k’s beta k is given by y i by sigma i 

square and X k and a k j is a j into X j by sigma i square into x i summed over i that is 

what this function is. So, we will write that explicitly here. So, what I done there is to 

write this sum over i X k for each of this k you will get this d k each of this k. So, you 

will have 1 to m k goes from 1 to m you remember. So, k... So, that is M such column 

vector elements in the column vector and now this D is actually.  
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So, in this case we can write this I will write it as a j and then sum over i X j of x i into X 

k of x i that is what we written and that is what I would call as [ ] alpha j k. So, that is 

written as that is what d k s for each of this elements or in the matrix I would just simply 

write that as alpha a this is a column vector this is a this is a M by M matrix and this is a 

column vector, that is the equation which we have to solve .Once an often we solve those 

equations we can... So, we can write that as and then we can word that think and then 

solve it. So, that I could simply invert this a j’s and then and write it in this form and. So, 

once you have that and then it is easy to program this particular object for you did know 

how to invert matrices. So, in the present case we will just do this for a two parameter 

modal. Two parameter model this will be just two by two matrix. So, we have here a 

simple case of a column vector multiplied by column vector equal to a matrix times by 

another column vector. 
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 So, for k is where m is two; that means, you have only a 1 and a 2 this would be a very 

simple equation we will write that as... we could write this as d 1 d 2 that is to [ ] is equal 

to and we will have alpha 1 1. So, that is simple. So, we can write this as a 1 a 2. So, all 

in other words as you can easily see this is equal to...  (No Audio:31:00-31-09) So, 

inverse of this matrix multiplying d 1 d 2. So, in a general case that is when you have M 

such M parameters to determine there is a j’s are M by M is case to determine and then 

this should be an M column vector and will be an M by M matrix and this will be an M 

column vector .  



So, then you would need to know some good programs to know how to invert this 

matrices we will see that in the next classes how to do ,how to write a program to invert 

matrices. Before the time being just to a two parameter case which is... then we know 

how to do this how to add this inverse of the matrix by hand .So, we can write this 

inverse of this matrix and then we can multiply these two matrices to get the solution and 

once the search what that is got I will be trying to do now. So, then once we have the a’s 

and the b’s we can again write down the sigma a square and the what is sigma in general 

sigma a j square as we have written before there is del a j by del y i and we can write this 

expression here and then we would now we will see what you would get for that. So, we 

know that a’s are given by... So, we would have from this expression we have a j as 

alpha j k inverse and dk. So, and since the both these two quantities are functions of y i I 

can write del a j by del y i as del by del y i of alpha jk inverse dk I can do that , because 

these are functions of y i. So, I can write that and once I have that I know by sigma a 

square is simply sigma i square into. 

 So, sigma sigma a square is sigma i square into this function square that is what we have 

saw just in the general linear fit and all those definitions use through for this particular 

k’s also . So, that is what here. So, sigma i square into the derivative and the derivative 

now gets into this form and that then we can write that this function. So, let us go back 

and see that again. So, we had alpha j k’s as this .So, that is our alpha j k function which 

is this one. So, that is what we have to call as alpha jk. So, we have the function d written 

as this. 

 So, we will write back we will write this as dk that is alpha j k this thus particular thing 

some over i and this summed over i is what we call dk. So, this is a function of y and this 

is not a function of y. So, I can write this simply as del by alpha j k inverse del by del y 

of d k and this to compute that is what we would see we call that alpha g k inverse I call 

that error as C jk that is a general definition so that and then we can do a little bit more of 

algebra on this status we could actually write down the explicit form of that and finally, 

it turns out it is just sigma square a j is C jj just the diagonal elements of the inverse 

matrix. Now, this is easy to see we will just do that few steps here. So, we will try to 

work out this sigma a square completely. 
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 So, sigma of a j square this is what we have to write and we write this as sigma i going 

from 1 to n [ ] and write sigma i square also del a j divided by del y i the whole square 

that is what we will write .We saw that del a j by del y i is given by this function that is 

alpha j k inverse into dk divided differentiate with respect to y i. We also saw the alpha j 

k’s are not functions of y, dk is a function of y. So, I can write it as alpha j k inverse into 

del by y of dk. So, here summed over k is [ ].So, this actually is the sum over k. So, I not 

written that explicitly here, but there should be a any repeat of in this is mean then there 

is the sum over that. 

 So, in this notation any repeat of in this is always mean that sum over k, but anyway 

write that explicitly here. So, we substitute all that here. So, then I can write this function 

as sigma this as sigma i sigma i square now del a j by del y i whole square. So, and now 

this is what we call C jk this inverse we call now C jk. So, we have it as C jk into del by 

del y i of dk. So, now, that comes out to be. So, we remember what dk is. So, what we 

wrote as dk is this function there is y i by sigma i square into X k of x i. So, the 

derivative of this dk with respect to y i is simply X k of x i by sigma i square. 

 So, that is what the dk would be that is what would be writing it here. So, we have this 

function here as sigma X k ,X k by sigma i square that is what you will have that is what 

you would have to write now, C jk into that is inverse of that and X k that is X k by 

sigma i square. So, that is one and this is square this. So, we have to square that. So, that 



will be one more that is now we will call... So, now, this is summed over k. So, now not 

to have any confusion we use the next domain X as l. So, then we will write it as X l of x 

i divided by sigma i square. So, I repeat this once again. So, I writing sigma i square into 

del a j by del y i whole square and we saw that del a j by del y i is given by this summed 

over k as alpha j k inverse which I now call C jk del by del y i of d k and del by del y of 

d k is simply X k by sigma i square that is what we have now. Now, we want to square 

this. So, I write sum over k C jk X k by sigma i square whole square. 

 So, that is product of two functions. So, that is C jk X k by sigma i square into C j l X l 

of x i by sigma i square. So, this is the product. So, this is l and k are dominant this is 

which means there is the sum over k here and there is a sum over l there that is why we 

have. Now, we can simplify this and write this as C j k C j l and one sigma i square 

cancels we have X k of x i and X l of x i divided by sigma i square again there is a sum 

over k and sum over l and there is a sum over i all of them inside this. 

 So, there is a sum over i function, there is a sum over i X k of x i X l of X j divided by 

sigma i square and there is a sum over k here and there is a sum over l, but we know that 

that X k X l by sigma i square was a definition of our alpha j k which is in ways of the 

C’s. So, by... So, now, this is C j k C j l and sum and then we have now you will have C 

k l inverse here actually that is what we will have C k l inverse would just get that as C j 

that is what you would get because I can do C j k alpha j k summed over k l I will just 

simply get sorry C j l alpha j k summed over for j for every j I would gets this as just 

delta j k and then I could write that as C j k into delta j k . So, I will get it as C j j that is 

what is summarized here. So, that is what we would summarize here. So, I have written 

it as C sigma i square. 
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So, that will have two functions here sigma i square into C j k X k of x i by sigma i 

square sigma l over 1 to M C j l into X l by x i by sigma i square. So, now, this product 

of this I write it as C j k C j l into this .Now, this is a inverse of this C matrix. So, I would 

when I do sum over this I just get the diagonal elements of this matrix. So, what is the 

summary, the summary is that once I got this alpha matrix which is X k X l by sigma i 

square and I have the inverse of that if I have the machinery to compute the inverse of 

this matrix then the diagonal elements of that matrix tells me the fitness of the 

parameters a j this is I have two balls in one shot. 
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 So, I can determine the a j’s by looking by getting this matrix C j C j k, because that is 

simply given by a j’s are given by C j k into beta k where, beta k was given by y i into X 

k of x i by sigma i square and then diagonal elements of that matrix would give me 

sigma square of sigma square a j or the fitness of the a j functions then we could now use 

thus function to actually determine the parameter for fit of the form given by here.  

(Refer Slide Time: 42:48) 

 

So, I were use a linear function of this, because you could or if you have alpha followed 

known then I can use this is still looks like non-linear function, but it is still a linear fit, 

because its only for a if you are fitting only for a if you are fitting for a and alpha we 

could still use a linear fit in this particular model ,because I could take a log of this and I 

write it as log of a plus alpha log x and then in the log plot it is still a linear function we 

will come to that in a minute we will before that we will just see implementation of this 

particular function, this particular form of general non-linear fit in a in a program. So, 

that is what we would just look at now.  
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So, here we have a function called I would there is a code general linear dot c. So, here is 

a program. So, this program would be actually we will use again we have let us say set of 

data points x and y have it. So, and then we determine the same. So, that and the data file 

is in general linear dot data. 
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So, there is a data file like this and then I would read of this data file which gives me x 

and y i as we have done in the case of linear fit. So, we (( )).x of i and y of i (( ))and then 



we now determine the matrix elements. Now, the matrix elements I call them as you 

know a alpha l. So, this a matrix elements. So, alpha l a l here.  
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So, matrix elements are all initialized to begin with and. So, beta elements are also 

initialized. So, both the column... So, if this a and b here are my d functions and alpha 

functions. So, as we said we this is the a and alpha and the b we can see that it is a two 

by two matrix 0 0 0 1 1 0 1 1 and. So, this is the column vectors are of two elements I got 

two elements and we trying to determine a function of the form I will show the function 

of the form given by a exponential minus x of i divided by 1 plus x of i. So, let us I will 

write down this function here. So, which trying to set because we trying to fit some 

function of the form are using these matrix equations we are trying to fit in function f of 

x i as a 1 exponent to the power of minus x i plus a 2 divided by 1 plus x i. 



(Refer Slide Time: 45:42)  

 

So, as we can see this as my two x x functions now this is what. So, let me call X 0 

would be now exponent to the power of minus x i ,X 0 of x i and X 1 of x i is now 1 by 1 

plus x i. So, that is a kind of function I am trying to fit. So, I have a set of data points and 

I believe that this data should be a combination of these two functions. So, I wrote a 

linear combination of these two functions and i am trying to fit this [ ] determine a 1 and 

a 3 that is what is the program is doing here. So, I have to first compute the matrix 

elements which is sigma i remember which is the matrix elements are given by sigma i 

times del chi square by del a i and del chi square by del a j.  

So, that is alpha matrix elements alpha i j that is what I am trying to do here .Now, this is 

the 0th element of 0 0 that is alpha in this case alpha 0 0 that will be del chi square by del 

a 0 into del chi square by del a 0. So, in this case it is just exponential minus x i into 

exponential minus x i . So, that will be just simply exponential minus 2 x i. So, we can 

write down these matrix elements from this. So, this element first element would be 

some del chi square del a 0 would be now sorry del chi square del a 0 would be given 

by... So, remember the matrix element we have the matrix elements as thus here that is 

what we want to write down. 

 So, when you have k 0 j 0 is a [ ] product of these two sigma i’s in this case again is one. 

So, the matrix elements are given by x 0 into x 0 that is a 0 0 we can write that .So, a 0 0 

is x 0 into x 0. So, that is x 0 is that is one into x 0 that is equal [ ] minus 2x i and 



similarly a 1 1 would be x 1 into x 1. So, that be 1 by 1 plus x i the whole square. So, 

will have a 1 0which is equal to a 0 1 equal to e to the power of minus x i divided by 1 

plus x i that is a functions we have. Now, those functions are put in here.  

So, we have a 1 0and a 0 1 both are given by exponential minus x i to be 1 plus x i and a 

1 plus x i and then a 0 0 as exponential minus 2x i a 1 1 as 1 by 1 plus x i into 1 plus x i 

we can see that here that is 1 by 1 plus x i into 1 plus x i this 1 plus x i whole square. 

Now, the beta function is given by y i into x of i. So, that is y i into exponential minus x 

of i and then y i into exponential y i divided by one over x plus 1 over plus x again now, 

these are the two beta values now we have to determine the inverse of this matrix, before 

that we know inverse is the adjoin divided by the determinant. So, I determine the 

determinant of this matrix here first determine the inverse of this a matrix. So, we need 

to get alpha in versions which I call C j’s here which are the inverse of these matrix a 0 0 

a 1 0 a 0 1 a 1 1 matrix. So, I want the inverse of that.  

So, which is my C. So, I have to determine C that is the next step in the program. So, for 

that I will write that as the adjoin divided by the determinant and that is what I have 

written here. So, here is the determinant. So, where a two by two function is easy 2 by 2 

matrix is easy. So, I can write down the determinant and then and I wrote down the 

inverse matrix here 
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 So, inverse matrix I want to determinant the inverse matrix is the adjoin of that and I use 

that to determine the a and b’s here. So, now, this this step in the particular step I 

determine a and b as the inverse of matrix a l here and would multiplied by b e. So, that 

is this step is what I am doing and then I print out the values of a and b I was obtained. 

Once I have the values of a and b I can compute the chi square for that which is this y i 

minus exponential f of x i is a star exponential minus x i plus b by 1 plus x i minus y of i 

the whole square that is multiplied by the same function again. So, that is my chi square 

and then I print out the chi square and then I have the standard error which is root of chi 

square by n minus 1. So, I write down the standard error also. So, I have chi square and 

the standard error now here that is what we going to do and which is run this program 

once. 
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So, we have thus the matrix elements here which is [ ] sequence. So, a is comes under by 

two point three and b is point five seven. So, here is two point three exponential minus x 

i plus point five seven nine eight one two divided by 1 plus x i. So, the chi square is one 

point something and this standard error is point two eight nine that is what I get the chi 

square here. So, we will just plot now that function and see how function fits in. 
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 So, I have written a small script which is basically plotting this data points I plot this 

linear data that is a data given to me using points and then I will have the function which 



is now what was the really substitute the value for the function either is two point three 

six three eight eight into exponential minus x we should have and point five seven nine. 

So, you should substitute point five seven nine here and two point three six eight eight 

three six three eight eight I will do that two point three six eight and one point five seven 

nine by 1 plus x .So, that is our function and we will just plot this function and that is 

what we would get. 
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 So, that is the circular points here are the data points given to me and that is the green 

line here is my fit of two point three eight six eight exponential minus x minus x 

exponential minus x plus point five seven nine divided by 1 plus x. 
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 So, this is the fit of the data along the point and then we see that this is the data fit is 

pretty good visually and we can see that in the chi square value and the standard error 

which we can get is been pretty low .So, now, after doing this general linear fit and some 

function f of x is equal to. So, now, we saw. So, for two types of fits that is our f of x is 

equal to ax plus b and then we saw functions of the form f of x is equal to sigma j a j X j 

of x i where X j x i X j of x i itself can be any non-linear function and that itself is linear 

combination of this function and we determine this values.  

So, these are two general linear functions for function fit which we solve. So, this being a 

very special case of the general linear fit. So, now, thus now we could go into and look at 

set of non-linear functions. So, that is what we should try to do .In the next lecture we 

would look at a general non-linear model so; that means, now we could have functions of 

this form. So, for we only saw functions of this two forms what we could have functions 

of it quiets common in many experiments would be equal to have a 1 e to the power of 

minus a 2 x of this form. 
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 So, that is a non-linear function and you want to determine both a 1 and a 2 remember 

here we do not do that we have a non-linear function,, but we have no fitting parameters 

inside the non-linear function we had only the coefficient of that in this model,, but in a 

general non-linear fit we may have to even determine the parameters in non-linear 

function and that is what we would be looking at in the next class. So, we will stop here 

and we look at the in the next class the general non-linear models fit. 

 


