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Hello friends, in the previous lecture we discussed the sampling. So, whenever sampling
frequency is defined or given for a particular signal, then the number of samples in 1 cycle, that

is given by the ratio of sampling frequency divided by fundamental frequency.

Then we discussed that, whenever we acquire any signal, we need to follow the Nyquist criteria,
or Nyquist theorem, which indicates that the sampling frequency should be greater than 2 times
the maximum frequency present in the acquired signal. If this criterion is not followed, then the

effects known as aliasing, same output, and folding, these three are observed.

Further, we have also discussed regarding the selection of sampling rate for protection
application, and we have also discussed that, if we use from for other application like power
quality, then also as per IC 61850 sampling rate is defined. At last, we have discussed regarding
the concept of sliding window, and we have discussed that whenever we have any sinusoidal
signal and if we consider a window, let us say w, then whatever number of samples we acquired

in a particular window, that remain constant.



So, when the next sample we take the previous sample should be discarded. So, whenever the
next window is available, then in that window also the number of samples remains constant. So,

this we have discussed.
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* A phasor can be defined as a complex equivalent of a sinusoidal
quantity whose ampli ud/e and angular frequency are time invariant.
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Now, in this class, we are going to discuss the Phasor estimation algorithm. The phasor
estimation algorithm is very useful for our protection applications. So, let us see how we define
phasors. So, a phasor is defined as a complex equivalent, so that contains magnitude as well as
the angle. So, it is a complex equivalent of any sinusoidal quantity, in which amplitude and

angular frequency remain constant.

So, to understand this, let us consider a sinusoidal wave as shown here. So, here you can see that
we can take the samples, or we can start taking samples from this instant and we can stop at here,
so this is going to become a first window, you can see this is the window in which we are going

to acquire the samples.

So, in this window, if you calculate by taking whatever number of samples you consider in this
first window, let us say you have taken 16 samples. So, using these 16 samples in 1 cycle, if you
calculate the phasor, then it remains constant. Similarly, for the second window, let us say here
you can see in second window, we have started with /2. So, when you end with another /2, let
us say in this window and then in this second window also the number of samples, that remains

16 only.



And now if you calculate the phasor, that is amplitude and angle, then that also remain constant.
And same is the case, when you acquire the sample in third window, which we start with ". So,
irrespective of whether we take the sample at 0, or 30, or 90, or =, and if we calculate the phasor

value using the acquired samples, then that remains time invariant.
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8 Fundamentals of phasor
* Consider a sinusoidal input signal x(1) of frequency fy, amplitude 4,
angular frequency w, and phase angle 6 as shown below. -
LT_(I? =, Cos@()(t) ‘ s 1
where,  6(t) = wyt + 0
"
* The phasor representation of the above signal is given by,
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Now, to understand the fundamentals of phasor, let us consider a signal x(t), this signal has a
fundamental frequency fo, amplitude Am and angular frequency that is wo, it also has a phase
angle theta. So, if this is the case, then this input signal x(t) is defined by this equation, let us call

it this equation as number 1.

So, this x(t) = Amcos (8(t)), where 8(t) = wot + ®. So, wo is as | told you it is angular frequency
and @ is the angle. Now this angle @, if we let us consider this signal and if we start acquiring

samples from here and if we take 1 window, then this phi in this case it is 0.

However, if | start the acquiring the sample, let us say at this point and if | go up to here, let us
say this is the window, then in this case phi will be /2and so on. So, if | calculate for this signal
X(t), the phasor value, then it is given by this equation, let us say this is equation number 2. So,
phasor value of this signal x(t), that is given by magnitude part Am and angle that is 6, and that is

what we are interested to calculate this phasor value, that is magnitude and angle 6.



Now, whenever the new sample is acquired. So, here let us say this window 1, we take few
samples, let us say 16 samples we have taken, now whenever we acquire 17 sample obviously,

we have to discard the first sample.
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8 Fundamentals of phasor
*  With each upcoming new sample, the value of amplitude will remain
constant. However, it's phase angle will change w.rt. time.
* For a sinusoidal signal x(1) at time = 1 and time = (+A/ can be given by,
_x(t) = Ay cos(wot + @) = Ay cos(8) —

: e

X(t + At) = A cos(wo(t +8t) +0) = Ay cos(6 + wyAt) ,-——@

e —
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* |ts phasor representation is given by
> X(t) = Apsf

X(t+At) = A0 +

So, if we take the new sample, then the value of amplitude remains constant, however its phase

angle changes with respect to time. How this is possible? To understand this, let us consider the
same signal x(t), as we have considered earlier given by this Am cos 0(t) in equation 1. So, here if
| take two different time instant, let us say for in case 1, | consider time is equal to t, then my x(t)

will be 4,,, cos(wyt + @). So, X(t) will be equal to 4,, cos(8).

At 2™ case, if | consider t =t + At, then this equation | replace t with t + At. So, x(¢t + At)
delta , that is equal to A, cos(wy(t+ At)+ @), so that is nothing but theta. So,
A cos(@ + wolt).

So, if | have these two equations one is x (t) = to A,, cos(8), and another x(¢ + At), then if |
calculate the phasor value of equation 3, we will have the output in terms of phasor, that is
A, £08. However, if | calculate the phasor value of this x(t + At), then its phasor value is given
byA,, 260 + wyAt, here A, 28 plus the additional term available that is wgAt, that is why
whenever you acquire a new sample, or whenever new sample is available the value of amplitude
remain constant. However, there is only a change in the phase angle, and it changes with

reference to time.
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* It converts sampled values of any signal in to phasor values.

* Methods used for Phasor Estimation

Full-cycle Discrete Fourier Tr m (Full-cycle DFT) v~

Half-cycle Discrete Fourier Transform (Half-cycle DFT) v
Cosine Transform
Least Error Squares (LES) o

Now, let us see what are the different types of phasor estimation algorithms available? So, as |
told you the function of phasor estimation algorithm is to convert sample values into any phasor
values. So, if | have let us say one box, or black box, which is nothing but phasor estimation
algorithm, then input of this blocks that is nothing but sampled values and output of this box that

is nothing but phasor value, phasor values, that is magnitude and angle.

So, different methods are available. The first method available is known as full cycle discrete
Fourier transform algorithm, it is also known as full cycle DFT. The second type of phasor
estimation algorithm available is known as, half cycle discrete Fourier transform algorithm, or in
short it is also known as half cycle DFT. The third algorithm is known as cosine transform

algorithm, and fourth one that is least error square algorithm.



(Refer Slide Time: 10:27)

I -
Full-cycle DFT

8 Full-cycle Discrete Fourier Transform (Full-cycle DFT)
* The DFT deals with a finite discrete-time signal.

* It deals with a finite or discrete number of frequencies.

* It is an equivalent of the continuous Fourier Transform of signals

known only at N instants and separated by sample time t,, instead of
time domain from

T
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So, now let us see first, the full cycle discrete Fourier transform algorithm. So, let us see using
full cycle DFT, how the phasor value can be estimated, if sample values are available for any
given signal. So, discrete Fourier transform deals with finite discrete time signal. So, you can see
in the waveform, we are taking finite discrete time signals. So, DFT basically deals with this, it
also deals with finite, or discrete number of frequencies.

So, whenever you want to estimate phasor value of any given signal using full cycle DFT, you
can estimate only phasor values of those signals, which are in multiple fundamental frequencies.
If you want to estimate any in between frequency, let us say 75 Hz, or 55 Hz, then that is not

possible.

So, if we compare discrete Fourier transform with continuous Fourier transform, then in
continuous Fourier transform, the limit is given from minus infinite to infinite, whereas the limit

of discrete Fourier transform is up to a particular window.
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8 Full-cycle Discrete Fourier Transform (Full-cycle DFT)

* For the periodic waveform, DFT is evaluated for a finite time period
known as(typically the fundamental period T (Full-cycle))
rather than an infinite time period. X

. Full-cyclepFT deals with samples available for 1 cycle.

e,
* Number of samples in window,|N = ;— !
s | | 0
wind owl)

So, if | consider any periodic waveform, then DFT is evaluated for a finite time period and this
finite time period is known as a window. So, in particular window, we are taking, let us say we
have one signal and let us say we are taking this window, this is nothing but window. So, if you
acquire the number of samples at different time instant, then using this number of samples for

complete one cycle, this is evaluated using discrete Fourier transform.

So, full cycle DFT is dealing with the samples available for complete 1 cycle. So, if sampling
frequency is given, let us say we are acquiring sample of particular signal, let us say current
signal and if sampling frequency is given and if fundamental frequency is also known, then
number of samples in a window, that is n that is given by it is a ratio of sampling frequency
divided by fundamental frequency.
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& Mathematical Representation of Full-cycle DFT
* The representation of the DFT in complex exponential form is given by,
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* x()is the signal in discrete domain, B
i i =2 );_'”‘H.
= X'is the phasor of signal, =3 = rd H
* k=0to(¥/, - 1) where 0 for dc component; 1 for fundamental; 2 for 2¢ harmonic etc.)
* Nis number of samples in a cycle(window)
* nis the sample number in a cycle

» ("=2/, for a sinusoidal component and '/ for a dc component applicable in numerical
relaying applications.

Now, let us see how mathematically full cycle DFT is represented. So, in complex exponential

form the full cycle DFT is represented by the equation X(k) = € N1, x(n)e("f?n"‘”).

Here this x(n) is nothing but the signal in discrete domain. So, whatever number of samples are
available this is nothing but the number of samples available for any signal, which we are going
to acquire. X is the phasor value of the signal; k is the harmonic number. So, if | consider the k it
indicates the harmonic number. So, if you consider let us say k is equal to O, then that indicates
the dc value, if you indicate let us say k equal to 1, then that indicates fundamental value. If you
put let us say k is equal to 2, then that indicates second harmonic. If you put k equal to 3, it

indicates 3" harmonic and so on. So, the value of k varies from 0, where 0 indicates the dc value
and it goes up to (; — 1), where capital N is nothing but the number of samples in the cycle. So,
as | told you if sampling frequency is given and fundamental frequency is given, then you can
easily calculate the value of N, that is number of samples in a cycle.

So, if suppose 16 samples in a cycle are given, then the value of k varies from 0 to (? — 1). So,
that is nothing but 7. Small n is the sample number in a cycle, whereas the value of C, that is a

constant and for any sinusoidal component, its value is given by% and for any dc component, its

value is given by C is equal toi, and this is fixed for all numerical relaying applications.
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* By applying Euler's formula, it can be represented in trigonometric
complex form as shown below.

V-1 - |
,\'([k) /(Z x(n)|cos 2\7 kn |- jsin| 2‘.‘ kn (@

n 4
J 0 ; wud’*-‘ wadarx
* This equation can be represented in matrix form as given below,
X(O) ‘\D ((“w i /.S\v}[) )'/ (Cw T jsw)(),.\?l \(l) >
: :(:xl R £ 2 S | ' I ~'—@
XU‘) g (('.w =, ].Sw)‘jﬂ (("w o }.Su‘)k,:\ul X(N) - 2
R . — }

- . P KAN .
* where, Cyy and Sy, are the real and imaginary component 07' weight matrix
elements, respectively, and given by,

2r r
cos '\‘ kn \/\m "\‘ kn

Now, in this equation, if | consider this exponential term and by applying Euler’s formula, this

exponential term can be represented in trigonometric term and this is given by:

X(k)= C..’Iil x(n)[cos[ 2]\7; kn I]—j sin [ 2;; knﬂ

n=0

So, if | put cos 2?” knas Cw and if | put sin i—“ kn as Swand if | write this equation, let us say

this is equation 2 in matrix form, then this can be represented by equation 3.

So, here you can see that, this X(k,) where k represents harmonic number. So, this left-hand side,

that is phasor value output, which we want to calculate, or estimate, that varies from X equal to 0

to X equal to k, where k limit is again restricted by g — 1.

On the right-hand side, C is constant, which is a scalar term and then some matrix, let us call it
this is a weight matrix. And so, this matrix is nothing, but this is known as weight matrix and that
is multiplied with the term x(1) to x (N). So, this term x (N), which is nothing but the sampled
values of the signal, which we are acquiring. So, that varies from 1 to N, which is nothing but the

number of samples in a cycle.

Now, here there is a difference, you see the value in weight matrix that varies from 0 to N — 1,
whereas the value of this x(1) to x (), that varies from 1 to N. And the reason is whenever we

acquire the samples from any signal, let us say current signal, then that signals we are having



from first number to the number of samples in a cycle. Now, if we consider this in between
weight matrix, then that matrix is nothing, but it is obtained and its size is nothing but & x N,

where k is the harmonic number and N is the number of samples in a cycle.

So, if we have the C,, —j S,,, where C,, and S,, is given by these two equations, then it varies
from let us say if | consider the first row, then first element is 0, which indicates the value of k.
And the second that indicates the column. So, that first row is indicated by k, that is harmonic

number and second that is indicated by the N, that is number of samples in a cycle.

So, the first element is 0, and if you move further in the first row only, then you have 0, 0 to 0 to
N — 1. So, you have let us say if we are taking 16 samples, then you have in first row 16
elements. Similarly, you can increase the value of k. So, it becomes 0 to 1 and again you have to
go up to N — 1, again you increase the k you reach up to final value of k, which varies from k to
0 and it goes up to k to N — 1. So, this is how the weight matrix, which contains ¢, and S, the

size depends on k and N.
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* Let us consider an example in which N =8}k =0 to 3/(N/, - 1).
N ] s
k! x(l)

1 (Cu=iSe), (CoziSddy » (OW=184) v(2)
X(0) s , 'G)
X/ (ComiSu), (CumiSu), = (CuiS) )
X (Cum 78wl (CuiSi)y = (Cu=iSu, )
.\(U‘J.| ) ) ) ) : | ) v(6)
s (Cu=iSuks (Cum1Suhy “ (ComiSudsleg |sth)

";”4 Y(¥) .\';I

Ve

* Hereagain, (', =cos "\“An

Now, let us consider one example in which the value of N number of samples in a cycle that is 8.
Let us consider the value of k that is 0, so we want to estimate the dc value. So, here when | say

k equal to 0, that means we want to estimate, or we want to calculate the phasor of dc term. And



here the value of N is 8. So, k varies from 0 to g — 1. So, 8 by 2, that is 4-1, that is 3. So, k varies

from 0 to maximum value, that is 3, in this case.

Now, if I consider the left-hand side, as | told you the phasor value which we want to estimate
that is again varies up to k. So, X (0), X(1), X(2), and X(3) terms are available and the size of
this that is 4 x1. Now, as | told you the size of this weight matrix, that is from 4/8, or k b/N. So,
here k value is 0 to 3, which includes 0, so total 4 and N that is 8. And this value is the samples

which we are acquiring for any signal, let us say current signal, it has 8 x1 matrix.
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* |f we wish to calculate considering N=8, k=1andn=0in Weighted matrix,
P e bt
()

A (CumiSuk, (CumiSu, = (Cu=iSuh,] [*@
X(0) N [ = i : 5 3 v(3)
X(1) o (( "A"\“'Hv (Cw=iSw), (CwmISw) | (@)
X@) (Cu=iSw), (Cu=iSu), * (Cw=iSw); ¥()
X(3) |41 - : 3 x(6)
' (Co=iS s (Cou=iSa) (CusiSil

l4x8 v(7)
‘('\.".\'hl

‘)..A ’T |
C, =c08| Skn [=cos| =—x1x0
' \ 8

—
¢ W.A \/- ] ' 0
S, =8| S-kn | =sin| =5=x Ix(

5 \ 8

SR

Now, let us say we want to calculate this term as highlighted, let us say 1, 0 term. So,
considering N is equal to 8, as | told you the C,, — jS,, 1, 0, so 1 indicates the value of k that

indicates 0, and second 0 indicates the value of N sample number, which varies from 0 to N-1.

So, if | put this value N=8, k=1 and n =0 in these two equations, then cos%ﬁ, that is 8x 1and

n=0. Similarly, if I put in S, also, then you will get the value of C,, and S,,, that is 1 and 0.
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* |f we wish to calculate considering N=8, l\"=,3,and nil_in weighted matrix,
A ()]
o (Cw=T8%)y \Cw=ISwk; (Ciio=d Skcs ¥(2)
X(0) : : ) ¥(3)
X() Cx “" ,“)w (('\f /.\n"u ‘( W ’.\ ul‘- : v(4)
X@) (Cu=iSw)y (Cu=iSuly = (CuwiSw),, ¥()
[ X3) J4x) . . E . - ) o x(6)
(Cw=8w)y NCw=JS ) (Cy=18w); g |
\, L¥(8) Jgu)
Y Ve
* Here again, (', =cos| '\‘v‘,kn = 00§ '\‘,tx}xl" -0.707
S \ z O
S, sm};\f'."l.n: sin Z\Tle 0.707

Similarly, if I wish to calculate this value, let us say this term. So, then that indicates 3, 1, so k is
equal to 3 and n is equal to 1. So, again you put the value of k that is 3 and n that is 1. Here N

remains constant, so you can obtain the value of C,, and S,,, that is minus 0.707 and plus 0.707.
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* Similarly, each element of the matrix can be calculated.

* Hence, the weighted matrix looks like
[x()]

i (Cu-iSwhy  (Cu=iSul, (Cw-iSu),|  [*®

X(0) ¥(3)

X(h Cyx _/ '(.n ’.\.H'H : (('u ’.\Ip)‘ .”,H

ol (CumiSihy  (CumiSuly = (CuriSuly| [*®

X(3) 4, x(0)

Sl T I
o e T @ gy

So, similarly you can calculate each element of the weight matrix and hence if you put all the
values in weight matrix, then weight matrix looks like this. So, you can see that, last, we have
obtained the value C,, that is minus 0.707 and S,, that is 0.707. So, we can put this value here.

And this is how you can obtain the value of weight matrix.
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* Now, the next step is matrix multiplication.

[(C
xty| . |(CumiSu)y (Cu-

X(0)]

&(2) (Cu=18w)y (Cu-
[(Cw=18), (Co

X3

v() |
v(2)

x(3)

v(4)

¥(5)

x(6)

Full-cycle DFT

* Now, the next step is matrix multiplication.

('
xop” L€
x| . |(Cy
X(2)¢Y (C
X(3)

i ({Cw

*  So, the resultant matrix will be “4x1” using which X(0), X(1) and X(2) and
X(3) are obtained.

Now, the next step is matrix multiplication. So, here what you have to do is, your weight matrix
is k by n, that is here in this case 4 by 8, and this value sampled value matrix, that is 8 x1. So,
finally the obtained value of the output, that is capital X you have that is 4x1. So, here in matrix

multiplication, this row you need to multiply with these values. Similarly, in the second case you

need to multiply this with this again. Then third row with all these values and fourth row with all

these values of X (1) to X (8).

e ———— e ——————————

ISk (CuTS5),

ISy (Cour i85y  (CarISuls| in

v(l)

x(2)
x(3)
(4)

A .
v(d)

v(6)
¥(7)

Y(8)| ¢
| &




So finally, resultant will be 4x1 and that is X (0), X (1), X (2), and X (3). So, X(0) indicates the
dc value phasor X (1) indicates the phasor of fundamental, X (2) indicates the phasor of second

harmonic, and X(3)indicate phasor of third harmonics and so on.
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‘\(H'

(=Sl (Cam i8Sk = (CumtS) |~) (2)

X(0) . ‘ - - - - ¥(3)
X() % (( .T-»L\—"" {Cw=iSwh (Cy=18w), | x
X(2) (Cu=iSuhy (Cw=iSuwhy = (Cu-7Sw); (5)
\l‘)‘_‘.' ) ) ) ) . ) v(0)
[(Co=i8uhs (Co-iSuly = (Cu=iSwhs)yq [x0)

\"\),N'l

* After multiplication, /C, and IS, which is the summation of
real and imaginary part, respectively, can be obtained.

i (IC-iIS )|

l s for dc

X(1) Cx UC 11§ ’l/u'/n'rr,(‘ N e
X(2) (IC.-11S.),, = |5 for sinusoidal
X(3) N

4x]

(1€ IS )iy

Now, if I multiply this first row with these sampled values, then if I call this multiplication
output as ICw, that is real part and ISw that is imaginary part, then you will have the output that

is 4 cross 1. So, we will have IC,,-j IS,,- that is 0. Then 2", 3" and 4™, so it is 4x1.

So, when you multiply this second row with these sampled values you will get this thing, same
way you can get third and fourth row. Now, the next task is to multiply this IC,, and IS,, with

scalar value C and C is already we have defined for dc it is 1/N and for sinusoidal it is 2/N.
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* Now, after multiplying C with each frequency component, we get

X(0)] (T =1TS
x| |(7C.-is.), 1/ where, TC, =CxIC, and[TS, =CxIS,
P) n " Wi ———

,;(g) |(TC - iTS )y
¥Oh sy

* Here, X(0) to X(3) is a complex quantity, which provides magnitude (peak
value) and phase angle.

* Hence, magnitude of (TC,, = jTS,,) and angle of (TC,, = jTS,,) in terms of
cosine are obtained.

So, if you multiply this value of C with 1¢,, and IS,,,, then you will have let us say TC,, and TS,,,,
in first, second, third, and fourth row. So, TC,, is nothing but C into TC,, and TS,, is nothing but
the C into IS,,. So, here whatever value you obtain X(0), X(1), X(2), and X(3), these values are
complex quantity and that provides magnitude that is peak value and it also provides phase

angle.
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e N ]
Magnitude= real| +imag

agnitude \ € 3| 243

Anglestan (Y, j+r

tan("s/ real >0 1*Quadrant 3
S — X

tan(™8/ |ox real<0,imag20 2Quadrant ™ angiestin v, «
W — ~ e, -
o <243
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where, Angle =

—

tan'("/ |- real<0,imag <0 3"Quadrant
oo - e ——

real=0,imag>0 -+ axis
real=0,imag <0 j axis

43
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Now, one very important point is whenever we have magnitude, which is given by real square

plus imaginary square and square root. And whenever we have angle, then angle is given by the

equation tan~1 1naginary Now, here when the real part is greater than 0, then your angle will be

real part
in the first quadrant, for example if | consider the real value is 2 and imaginary value is let us say

3, so that angle that is available, or falls in first quadrant.

But in the second case, when real value is < 0 and imaginary value = to 0, then the angle let us

say the imaginary value is +3 and real value is less than O, let us say it | -2. So, if you take

tan‘l(_iz), then the angle, which is obtained, or that is same as the angle which you obtain when

your values is 2 -j 3. So, in this case tan_l_?g, and tan_lg both will give you same angle and it

will fall in fourth quadrant.

So, to actually put into the second quadrant you have to add plus pi, so this is plus pi you have to

add, this is very important. Similarly, when real part < 0 and imaginary part < 0, then the angle

falls in third quadrant. But this is also same as the value which you obtain, let us say tan™* :—2 or

tan_lg both will give you same angle, but this angle will fall here in first quadrant.

So, to again put into the third quadrant you have to again put minus pi sine. So, you have to add
minus pi in the angle, so that your actual angle will be in the third quadrant. And similarly in the
fourth quadrant you have the final value, that is this one. So, here in this class, we started our
discussion with the fundamentals of phasor. Then we considered one signal and then we obtained
that whenever we want to calculate the phasor value of any sampled signal given, then amplitude

remains constant, whereas phase angle changes with reference to time.

We have also discussed different methods available for estimation of phasors. If sampled values
of signals are given. Then we discussed the full cycle discrete Fourier transform algorithm and
how we are going to calculate each and every term of this discrete Fourier transform algorithm

using a particular equation. Thank you.






