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So there is the state of what statistical model if you see. This is the block diagram of a

state of art statistical model. So, in here what you want in speech recognize the problem

in ASR is that.
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What about the spoken I can say the set of set of sentences that can be generated that or I

can say that let us I have spoken a sentence, this is the acoustic signal which is measure

is  A.  So, what  I  think there is  a acoustic  signal  which has frame and parameter  are

expected and that measurement is called acoustical measurement. 

So, I say I have recorded the acoustical signal extracted the parameter as I discussed

frame wise, either 100 frame per second or 50 frame per second as you wish. Now that is

called acoustical measurement, then what is ASR that from the acoustical measurement, I

have  to  predict  which  word  I  have  spoken  understand  or  not.  So,  there  is  a  given

acoustical model I have to find out which word I have spoken. So, I can say the problem

is  probability  of  w  or  a  given  acoustical  measurement.  So,  I  want  maximize  the

probability of recognize the word correct word for a given acoustical measurement.

So, if I say that this acoustical say this ASR is designed for this set of word w 1 w 2 w 3

w 4 w 5 like that, then I can say for a given acoustical word or acoustical measurement

what is the probability of any word of this given list. Now this theory I can apply these

can be equal to probability of A given a w into probability of w divided by probability of

A joint probability. 

So, if I want to maximize this probability this can be treated same problem I can state

that  I  have  to  maximize  this  one.  Now  probability  of  A probability  of  acoustical

measurement all the time I have taken the acoustical measurement. So, I can ignore this

is not equate, because all I have all equal that I have acoustical measurement is there. I



am not saying I  have not measure the acoustical  acoustical  measurement  will  be not

there, but I have do given that I would recognize the word.

So, probability A of A I can omit this all I let us say 1. Now the maximizen problem word

down to the maximize the probability of A for a given w and probability of w. So, what

are  the  meaning?  I  have  said  that  for  a  given  acoustical  measurement  find  out  the

maximum probability which is the a is belong to which word or which word, it which

word give me the maxima maximize this problem it a max of this one. So, this acoustical

measurement  are  maximally  mapped to  which  word,  or  maximum mapped to which

word. That converted to for a given set of word now the word is given for a given set of

word I have to maximize this acoustical observation. So, probability of this acoustical

measurement is maximum for which word, and multiplied by probability of w.

So, this is acoustical measurement. So, this is call acoustical model. And this is called

language model. So, this is the statistical model in ASR. So, developed an acoustical

model. So, what I have to do? That let us I have a given that w 1 w 2 is there. So, I said

whatever I have measured in acoustical measurement A, what about the parameter? I

have extracted find out the maximum probability of A for a given w 1 w 2 w 3 or w n

which is for a probability of A for a given w. So, org max of probability of A for a given

w and probability of w. So, I have to maximize this one and maximize this one, or I can

say  the  product  has  to  be  maximized.  This  is  called  language  model  this  is  called

acoustical model.

So, acoustical model is done based on the HMM and language model done based on the

trigram bigram trigram or unigram model. So, this is language model bigram trigram and

this is HMM model for acoustical say. I have not details discussed how this HMM model

is done. So, this is nothing but a maximizen of the probability. Now I come to the issues

what are the issue is there.
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Now, issue first issue is the speaker model is to forget about these slides.
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Now, this is (Refer Time: 06:46). So, what I said that acoustic signal is related to set of

w. So, what I said if I to do that way that one source w is there speaker has spoken that

word  production  of  that  word  from  the  production  signal,  I  measure  the  acoustic

parameter from the acoustic parameter I want to detect this w.

So, I am estimating this w. So, this is ASR system now I have to say I am I am assuming

the acoustical signal is related to written text w; that means, I am assuming w cap is

estimated output of the word written language. The input word must also be a messaged



in written language. So, speak suppose I am speaking some sentence; that means, if I

speak spontaneously. So, how the when speaker said some sentence how they generate

that message. There is a message planning idea message planning production. Now my

ASR model told me, that whatever the production signal is there that is nothing but a w 1

w 2 w 3 w 4 or whatever  the some set of words.  Which is  which can be explicitly

expressed in written form.

But there is a catch spoken word and written word are not identical. When we will listen

the words we can identify spoken so.
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So, I am saying that speaker when it produce the speech I have prompted the speaker that

you have to set this w 1 w 2 w 3 w 4 w n. So that means, something which I am reading

text is given speaker is read out the text, for that signal this as r model is valid. Now if I

say it is a spontaneous speech I am speaking, when I speak I do not care about what is

written  in  there.  Some  words  omitted  many  thing  you  record  it  record  any  just

continuously read even it continuously read one paragraph, not that first time reading. If

you the practice 10 time then read it  then you find many cases many syllabol  many

words are dropped.

Or I can say when human being communicate we never say complete message word by

word, or even if in continuous speech all words are not explicitly mentioned. If you find

in continuous speech always end of the sentence the amplitude is go going down even, I



have seen many cases in end syllabol is not there acoustic signal is not there. So, this

ASR model does not model this speaker mine words or you can say what speaker want to

say that is prompted by the input text only.

But if it is not prompted all kind of variation of spoken language will be there, and my

model is not true for that. So, this is the challenge, I will details. I will discuss next

challenge  is  the  understanding  the  input  message  because  what  speaker  does  he

understand the input message and then spoken. So, what about the speech production

output is there it is not w, it is a spoken or it is a spoken. And whatever I estimated I want

to estimate these w only, but acoustic signal is only content is spoken information not

written information.

How they are different I will come. So, similarly there is a problem in language model

also.
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What I said that language model I have e w is nothing but a language model which is

which can be developed by bigram or trigram probability. What is bigram probability?

Bigram model that for a P w P given w 2 s o if I have a sentence w 1 w 2 w 3 w 4 I can

say the bigram model is p w 1 p w 2 for a given w 1. 
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Probability of w 3 for a given w 2, then probability of w 4 for a given w 3 like that way,

there is bigram model. Similarly trigram model, probability of w 1 w 2 then w 3 for a

given w 1 and w 2, but up to trigram model I can go if I go beyond above trigram model

the complexity will be arised.

The required training data size will be very huge. So, even if develop the trigram model

also the equated data size required very huge. So, for a less resource language whose

computerized resource are very less, those languages development of trigram model and

acoustic models is very difficult. So, this statistical problem it is true the statistical means

if I have a enough data then my statistical inference may be very good. If I have a limited

data then I have a statistical inference is very limited.
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So, statistical model the limitations are it does not made distinction between the spoken

language and written language, what I have described. That we have defined the ASR for

a given w, but it not distinction between the written language and spoken language.

If the noisy communication general model does not approximate the situation involved in

ambiguity, that is I will discuss written ambiguity means. There is a some ambiguity in

written language by ice cream I do not know whether it is ice cream or ice cream. Then it

I a impossible to use higher order statistical model or language model, beyond trigram I

cannot use, but that trigram model not give me the enough language model information.

So,  what  is  I  do?  So,  they  leads  till  there  is  a  open  challenge,  which  calls  spoken

language recognition.
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So,  I  have  to  develop  some system,  which  is  spoken  language  recognition.  Spoken

language  is  deform from written  language.  Speech  and  text  are  physical  signal.  So,

fujisaki, if you see the slide is taken from the fujisaki (Refer Time: 14:33) fujisaki.

He said that spoken language versus written language spoken new concept in spoken

language,  speech  and  text  that  physical  signal,  but  also  saw that  the  different  code

system. The information they carry or not identical. Spoken language refer to both signal

and both system same applies to written language.
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Now, if you discuss difference in ambiguity. So, there may be something is difference

spoken language in ambiguous, but written language is not, but something in written

language  is  ambiguous,  but  spoken  language  it  is  not.  That  is  homographism  and

homonymity. Ambiguous in spoken language,  but not in written language flower, but

pronunciation are same.

But there spelling are different written language they are not same, similarly pronounce

written  language they are same,  but  pronunciation,  but  written ambiguous  in written

language, but not in spoken language, close, interest ok.
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Now, if I come the prosody, this is the important issue spoken language. Not only contain

the words linguistic information. So, as said linguistic information or not words is not

only the linguistic information there is a linguistic information called prosodying.

So, prosodying is message how the message is plan rhythm is important. So, I said the

spoken written  language what  boundary are not  exist  in  spoken form, but  there is  a

boundary in spoken language which is spoken language boundary, not written language

boundary. If I say in english yes there is a 2 example, old man and woman if I say the old

man and woman. Then man and women both are old if I said the old man and woman the

man is old, but women is not.
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Similarly, in Bengali I will give you interesting example [FL], if I say [FL], I can say like

that way or I can say [FL], if I said that the meaning is different and if you see the what

boundary  positions.  The  position  are  boundary  at  different  [FL]  is  same  [FL].  So,

prosody is ambiguity is there now, but the prosody information is very important now for

spoken words identification is very important.
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What boundary marking? What languages spoken word written language or ice cream ice

cream I say ice cream ice cream.  Spoken language ambiguity. Then I  am not  going

details of the written language and spoken language.



 (Refer Slide Time: 17:37)

So, then we have in our team are doing some research on spoken word or prosody word

based continuous speech recognition system. We said the written language words are

different from spoken language word.

So, instead of trading the same system with written language can I trend the system with

prosodic word or prosody that spoken word language spoken word. So, you developed a

system which trend on spoken word for bengolis now. Identification of the spoken word

is important. So, spoken word is identifies for a spoken language database. So, I can say

I  record  this  I  collect  this  continuous  speech.  And identify  the  prosodic  information

based spoken word position, and I said those words I can create a dictionary and I told

the recognizer those of the spoken word, not w. So, I can say dictionary. So, I can say

that my a statistical  model only estimate s cap from s, not w to w cap because w is

converted to s.

So, I have saying my thing is that I have a s I estimate s cap and then try to convert to w

using language model ok.
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So, if you see that there is a lot of research in this area, this is the proposed model. That

prosodic word are boundary are identified there is a lot of this 2 1. Thesis is there my

own research is also in this direction then manner based leveling pseudo word formation

and then if you want the details. Then you can contact me I can share you the all details

information of this I am not detail discussed this kind of things this is available. So, this

is complete of speech recognition speech, speech technology speech recognition things.

So,  next  class let  us  discuss  about  something on speech base learning or  my dream

research action conversion. So, next class may be 10 to 20 minutes we try to discuss in

the next class ok.

Thank you.


