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Segmental and Supra-Segmental features of speech signal

So let us start the new week which is this week we will discuss about the speech features

extraction. So, all kind of that I can say that speech production systems we know. Now

this week we try to find out what kind of features or why it is required the features ok.

(Refer Slide Time: 00:49)

So,  extraction  of  speech  features  this  week  title  I  can  say  the  extraction  of  speech

features. If you see when a speech signal I will saw you in cool edit softwares (Refer

Time: 00:55) this is a speech signals.



(Refer Slide Time: 00:57)

If I want to see the whole sentence let this is the whole sentence of this speech signals.

So, if you see along the time line there is a different speech event. If you say the this is a

speech event, this may be speech events speech events. So, I can say along the timeline

speech is different or characteristics of the speech signal is different. You may say digital

speech it selves is a features yes, once I do the sampling each sample can have a features

x has a features.

(Refer Slide Time: 01:31)

 



So, suppose. So, we said that speech sample can be a features. Now if you see if you

consider  a  speech segment  of  one  second how many samples  will  be  there?  If  it  is

recorded with 16 kilo hertz, then I can say 16 kilo sample will be there. Even if I make a

window let us 20 minute second window. So, 320 sample will be there 320 sample if

compare sample by sample. Then the feature factor dimension is 320. Otherwise that if I

say this time after one day or after next time 2 signals are sound like, but if I recorded

those 2 signal and I  try to compare I  found they are different  sample wise they are

different. So, if I take the sampling as a feature extraction it is nots that good.

So, what will be the speech features or why it is required. So, if I say that then I can start

from here.

(Refer Slide Time: 02:55)

What is features or parameters what about what about I said? So, what is speech features

I can say let us take the speech signal and find out some parameters which is in lower

dimension, or I can say that that there is a speech signal I take a signal segment and I

represented in such dimension which represent the speech signal it selves. So, I can say

the features is a measure of property of the speech signal. So, I can say some property of

the speech signal will be there that may be a natural and non natural. And those property

actually represent the speech signal. 

So, reason for feature extraction redone, then see if I say if I compare sample by sample

there may be many sample which does not required to represent the signal. So, I can say



like that suppose if you see the extract sound features by which you can remember me.

So, actually we are not remembering my each and every. So, suppose I saw you my

image, you are not remembering each and every pixel of my body. So, we are finding out

some features which represent my body, but So they are not exactly my body. So, what I

what I can say that redone then reformation which exist in my face you can discard those

and find out the salient point which actually represent my face. 

So,  features  extraction  or  the  speech  features  in  feature  domain  is  nothing  but  they

reduce  the  redundance  information.  And  you  can  also  remove  the  redundance

information.  If  there  is  a  320  dimensional  vectors,  any  classifier  or  any  kind  of

comparison when I do it is a computationally complex every member I have to compare.

So, that is the 320 member if an have simple equitant distance.

So, dimension is increase computational complexity is very large. And also modeling,

suppose I want to model that using those features. So, if the features dimensionally very

high the modeling is very difficult. So, actually feature extraction means that I want I

want to convert this segment in a such away or such the I can say that I can represent this

speech segment with a such a vector which actually represent this signals, and within

redundance;  that  means,  all  redundance  information  is  deleted  and  all  the  key

informations are there to form a vector which the vector represent that speech event. So,

that is call speech features ok.

So, there are many kinds of features. Some things may be natural features something

may be un natural speech features. If it natural speech features if I say if you see in this

speech like from here. 



(Refer Slide Time: 06:28)

there if you know that Acoustics phonetics So, if you see natural speech features are the

phoneme different time consist of different phoneme. So, that can be a natural speech

features. If you see the movement of the f 0 fundamental frequency during the whole

sentence  is  not  a  constant.  So,  movement  of  the  f  0  f  0  it  selves  can be a  features

phoneme can be it is features. If you see the duration if I say this is the duration of the

(Refer Time: 07:03) this is the duration of the consonant to wall transition this is the

transition wall duration wall to consonant transition.

So, all duration kind of speech can be a features. Then I can say articulation place of

articulation in a speech event as a features ka velar consonant po belavia consonant. So,

that can be a speech features. So, some features are natural some features are non natural

they  are  abstract  represent  of  the  speech  event,  but  some  features  has  a  meaning.

Phoneme  articulation,  duration  all  has  an  real  meaning  in  this  speech,  where  from

similarly formant frequency, if you if you remember we plot the f 1 f 2 plot of all havells.

So, formant plot of the how all havells. 

So now, using the f 1 f 2 f 3 all formant representation can be a features, by which I can

identify the speech signal or by on the other hand I can say those formant frequencies

represent the speech signal. So, formant may be a natural features. So, there is a some

non natural features that not natural like that sitram linear predictive coefficient, there

represent as be signal, but literally they does not have a meaning. So, if I say the LPC



coefficient a 1 a 2 up to a p all represent that speech flame that is parameters not features,

but they are non natural features .similarly sitram then MFCC, bogotrax area functions

all kind of features are there which in non natural. 

So, we discuss about the extraction of sound natural features and non natural features.

Now the problem which feature extraction is that what about the features is there the

extraction proceed your must below (Refer  Time:  09:11);  that  means,  what  is  (Refer

Time: 09:14); that means, if this is the speech signal, if I this time I extract the features if

the next time also I extract the features I will get the same features for the same speech

signal.

And they should exactly represent the segment. So, sometime these features is very high

and if I extracted in next time this features is very high, then there is a some problem. So,

the main problem is  the I should call  those are the speech features which extraction

procedure is robust and also computationally less complex. If it is computationally very

complex then the feature extraction may required much more time. So, I cannot develop

the system which is real time. Any kind of application if you say speech recognition,

speech  synthesis,  figure  identification,  LPC  coefficient,  LPC  coding  or  any  speech

coding, all are nothing but a extract the speech features and using those features I can

apply any kind of classification or I can coding or I can synthesis algorithm So that I can

reward back the signal.

So, what can say the speech features actually the representation of the original speech

signal. Using those features I can develop different technology which can be say as the

speech application. So, during this whole week we discussed about the those features

extraction. Now I come to that, if you see in this slides or if you see along this speech

signal if you see the spectrogram is different in different segment. Or I can saw you in

here.



(Refer Slide Time: 11:03)

If you see the speech segments properties or signal property of the speech segments are

different in along the time. If I say this time this portion is completely silence, this time

boganic, this time noising, boganic, noising, silence (Refer Time: 11:30). So, all kinds of

speech  enhance  are  there.  And  if  I  say  the  signals  space  different  time  the  speech

segment signals are different.

So, if I extract the features for this small segment, then I can say those are call segmental

features as you understand. Or not if I extract the features for the segment then I call

segmental features.



(Refer Slide Time: 12:05)

There may be a some features which very across the segment. Like that f 0 movement,

duration of the speech event. So, they are very across the segment. So, I can say those are

called supra segmental features. So, so I can say during the best on the extraction I can

say 2 types of features, one is call segmental features another is call supra segmental

features. So, segmental features which related to particular segment may be a consonant

to wall transition is a segmental features, pure occlusion period is a segmental features,

bass is a segmental information. 

So, if you know features is extracted segment by segment or for a particular segment of

the  speech  signal  then  I  call  this  is  a  segmental  speech  features,  if  the  features  is

extracted across the segment then I call it is supra segmental speech features. So, if I say

segmental speech features all the speech event phoneme may be part of the phoneme also

segmental  speech  features occlusion  period  (Refer  Time:  13:20)  consonant  to  hall

transition. So, all are segmental features. If it is supra segmental features movement of

the fundamental frequency change of duration of phonemes or syllable, and if you say

the duration profile amplitude profile change of amplitude across the whole speech is

also a supra segmental speeches ok.



(Refer Slide Time: 13:50)

So, speech features are basically 2 type, one is call segmentals features another is called

supra segmentals features. So, f 0 duration, amplitude profile, are the supra segmental

features segmental features I can say phonemes or part of a phoneme is also a segmental

features, like occlusion period (Refer Time: 14:05) if I able to extract the (Refer Time:

14:07) occlusion period BOT all are segmental information.

(Refer Slide Time: 14:15)

Now, how do we extract the I will come supra segmental features I will come later on the

intonation pause duration stress all are call supra segmental features how they extracts.



So, will discuss about the 2 kinds of methodology, one is segmental features extraction

another is supra segmental features extraction. And supra segmentals features are use to

model speech prosody now consolidated segmental features ok.

(Refer Slide Time: 14:40)

If you see if I show a segment of this speech signal that I this segment and if I analyze

the  frequency  see  this  is  the  frequency  spectrum of  that  segment.  So,  in  frequency

government the speech is represented in a frequency government of this segment.

(Refer Slide Time: 15:05)



Now, if you see there is a movement of the formant, if I choose small segment, there is a

movement of the formant. So, you can say the peak denotes the frequency component of

the signals. So, if you see this slides there is a this is the spectrum information. And if

you see the if the red line is the envelope of the spectrum. And those peak? Peak of the

envelope denotes the formant. So, if I say formant is my features. So, I am to extract

those formant, how do I find out those formant? So, I have to find out an algorithm by

which I can robustly extract the formant frequency ok.

(Refer Slide Time: 16:09)

So, there is a I required an algorithm by which I can extract all the formant frequency f 1

f 2 f 3 f 4. One of the methods is that you know that if there is LPC coefficient a 1 to a p

if I take the frequency task form of those LPC coefficient they are actually represent the

formant  position  of  the  signal.  So,  formant  frequency  are  extracted  using  the  LPC

formant LPC spectrum analysis also. So, I want an algorithm by which I can extract the

formant  frequency  then  is  call  formant  frequency  extraction,  and  those  formant

frequency for a particular speech segment.



(Refer Slide Time: 16:57)

Now, if you see in parameter domain there is a lot of speech parameters or features one is

call  filter  bank.  So,  features  parameter  extraction  methods  lot  of  like  LPC we have

discuss LPC parameter extraction method we have discussed. So, there is a frequency

domain parameters there may be a time domain parameters. So, features can be extracted

from the time domain representation of the speech signal. 

So, if this speech signal is this. So, I from the time domain representation I can extract

the features then I call time domain features from the frequency domain representation

from this representation. If I extract the features then I call frequency domain parameters.

So, best on this analysis we can say there is 3 types of parameter frequency domain.

Parameter extraction or 3 types of parameter extraction methods one is call frequency

domain parameter  extraction methods time domain parameter  extraction method time

frequency  both  parameter  extraction  methods  and  extracted  parameter  are  call

parameters.

So, if the extract LPC parameter extraction extracted using LPC, LPC analysis then all

coefficient a 1 a 2 a 3 all are cal LPC parameters. So, those represent the speech signal

for a particular speech segment. So, if the feature is extracted segment wise. So, it is a

call features or the extracted segment wise, that I will come later on why it is. Then that

is a call frequency domain parameter filter bank analysis short term spectrum analysis

spectral analysis formant parameters MFCC delta MFCC all kinds of parameters are call



frequency parameter time. Domain parameter LPC say parameter frequency time domain

parameter perceptual linier prediction and oblate analysis ok.

So, all parameter extraction methodology let us which try to explain one by one. So,

learn how to extract the all kinds of speech parameters. Now if I say this is the whole

speech signal, I say the parameters are extracted segment wise. Now if I say the phoneme

or I say phoneme is a segment. How do we define the phoneme boundary in a continuous

speech. Manually I can listen and I can find up to here to here it is a [FL] kind of signal.

But think about I want the extraction method by which automatically I want to extract

what kind of phoneme it is. So, instead of extract that is very difficult. So, instead of

extracting that what kind of phoneme it is, I want the some kind of representation of the

signal which is unique in certain domain.

So, I can say probably if this is this kind of parameter extraction, and those parameters

belong to particular phoneme may be (Refer Time: 20:18). So, although the extraction of

phoneme or part of a phoneme is a meaningful features or you can natural features of the

speech signal, but detecting the boundary of a phoneme is very difficult in continuous

speech. So, how to I can find out a phoneme (Refer Time: 20:41) or how do I can find

out phoneme (Refer Time: 20:43). 

So, instead of finding out phoneme sh, let us blindly analyze the speech signal frame by

frame,  and  assign  each  frame  to  a  particular  phoneme.  Or  I  can  say  the  extracted

parameter represent this frame later on I try to classify whether this frame belongs to

(Refer Time: 21:08) or (Refer Time: 21:08) or (Refer Time: 21:09). So, that is my job.

So, I can say the features are extracted segment wise, and they are the representation of

that  segment  either  it  can  time  domain  or  it  can  be frequency  domain.  So,  if  those

features  are  extracted  frequency representation  of  that  segment  then I  call  frequency

domain parameters.  If  they are extracted from the time domain representation of the

signal then I call it is a time domain parameters ok. 

So, speech features natural features like phoneme we are not extracted really. So, what

we are  doing we try  to  design an  algorithm,  by which  segment  or  you can  say  the

framing I done the framing of the speech signal frame by frame speech signal will be

analyze. And either time domain or frequency domain parameter will be extracted which

will represent exactly that frame of the speech signals ok.



So, that is my job. Suppose I have a speech of fast discuss about the filter bank analysis.

What is filter bank analysis? Come here. So, where discuss about the filter bank analysis.

(Refer Slide Time: 22:44)

(Refer Slide Time: 22:48)

So, suppose forget out the slides let us s n is my signal speech signal recorded speech

signal. So, let us I give real example let us I recorded my name and my name has consist

of the signals of let us 1.5 second and that signal is recorded 16 kilo hertz. So, I can say

in one second there is a I can say there is a 1 second 16 k sample is there. So, 1.5 second

or I can say one and half second. So, there will be a 16 plus 8 is equal to 24 k sample and



k sample. If you see if I recorded my name. So, different speech event has different kind

of speech signal.

So, I am not analyzing whole speech signal at a time and represent by a single vector. So,

instead of doing that if I do that then time resolution, I completely loss, as we discussed

in the frequency analysis. So, what I will do instead of analyzing that I will hold that this

is my whole signal and I frame the signal. So, I can say I window the signal. So, I can

say let us take 20 minute second window, and shifted the window by 10 minute second.

So, I can say in a 1 second I will get 100 frame 100 such frame 10 minute second 10

minute second 10 minute second. So, 100 such frame and each frame from each frame I

get a representative feature vector that is my job? So, in 1 second or we can 1.5 second I

can get at least 150 frame and each frame is represented by the some feature vector ok.

Let us those features are let us those features are extracted using filter bank analysis. So,

what is filter bank analysis? If I say so, whole speech signal let us s n is there ok.

(Refer Slide Time: 25:13)

Let this is by S n n which is the n at frame of the speech signal. This would be pass

through a some parallel filter, I can pass that signal with a parallel filter, some parallel

filter and each filter has a passband. So, let us this is 100 0 to 100 hertz. This is again I

said 100 hertz. So, there is a n1 overlapping filter there may be let us n1 overlapping 100

hertz  to 200 hertz,  then 200 hertz  to  plus  300 hertz.  So,  each filter  has a  particular



passband. So, from the each passband I will get the power if that particular frequency

component is there in the speech signal. 

So, if there is a any component 0 to 100 hertz. So, output of the filter is nothing but a 0 to

100 hertz representation of the signal. That is 100 hertz to 200 hertz signal, that is 200

hertz to 300 hertz signal. So now, if I quantize the let us the power let what about the

frequency component is there let us sum their power and take as a parameter a 1. So, I

can take those sum as a parameter of a 2 those sum a 3 let us there is a m number of

filters. So, I can say up to a m. So, this a 1 a 2 a 3 and a m represent the feature vector

which is extracted using the filter bank analysis, I am I clear.

Now, how to design those filters are particular nothing but a bank was filter because

there particularly particular band is pass if the whole signal passes through this filter. So,

0 to 100 hertz band will be pass, and what is the collected the passband signal? I find out

the some energy. Energy of 0 to 100 hertz signal. So, I can say 0 to 100 hertz signal what

about the energy is there I can sum them or I can take the average energy of the 0 200

hertz.  So,  that  energy  represent  one  parameter.  So,  a  m  parameter  a  m  number  of

parameters are there which is designed by a filter bank analysis is clear. Now those filters

design  of  those  filter  has  a  different  methodology.  So,  I  can  design  them  either

overlapping I can design them n1 overlapping (Refer Time: 28:13) mirror filter not kind

of design of those filter can be done.

And whatever I design the output is call filter bank analysis of the speech signal.



(Refer Slide Time: 28:29)

So, each of the filter out put if this is the complete filter bank analysis model, if you see

the filter pass through a bandpass filter. So, this is the passband second band third band

upto q number of band is there. So, if I say I have a signal call let us I have a 16 kilohertz

sampling frequency. So, what is the basement frequency. Basement frequency signal is 8

kilo hertz. So, my speech signal has a component up to 8 kilo hertz. So, if I say I am to

design 100 hertz bank filter. So, how many filter will be there every filter is 100 hertz n1

overlapping condition. So, I can say 8 k divided by 100 hertz. So, I can say it is nothing

but a 8000 divided by 100 hertz. So, I can say there is a 80 filter will be there.

So, q is equal to 80. So, 80 bandpass filter will bet there. And each output filter then

there is nonlinearity I can pass through a nonlinearity and low pass filter and then sample

reduction, and then amplitude completion and I get a parameter x 1. So, that each filter

output I can defined is filter output if the signal is there will filter output will be 0 to n

number of let us see though signal content each frame at 0 to n number of sample each

filter output will be 0 to n number of sample. So, that output I can quantize or I can find

out the average energy. So, that is my parameters. So, this is the complete filter bank

analysis.



(Refer Slide Time: 30:15)

Now, how to design those filter? I can uniformly uniform filter when design I can say

every filter is 100 hertz and there is a no overlapping region. I can say every filter band

width will be determine by a long frequency scale. Or I can say every filter band width

will be determine by a mel scale, which is the perceive frequency by human with the

scale of perceive of human human being frequency. So, how the human being perceive

frequency in mel scale. So, I can design those filter bank filter band width in a mel scale,

or I can say those are the overlapping filters. So, I can say the filters are design using 50

percent overlap. So, if this is my fastband 0 to 100 hertz next till there will be 50 hertz to

150 hertz ok.

So, then I can say there 50 percent overlap filter bank. Then I can say the bandwidth of

the filter is not linier. So, not always 100 hertz in the low frequency there everywhere

100 hertz, but the high frequency bandwidth may be larger, and that bandwidth may be

determine by mel frequency mel scale. So, all kind of things we can use and we can

design the filter and find out the filter bank parameters.



(Refer Slide Time: 31:52)

(Refer Slide Time: 31:59)

So, like this uniform filter bank then I can go for the non linier log frequency filter bank,

then I go for the mel scale filter bank. And structure of the filter also I do not want this is

the flack, I can want there will be triangular filter or instead of rectangular filter I can say

there a rectangular  filter, I  find out the energy within that triangle.  So, what about I

design here which is call filter bank analysis. So now stop here. So, next lecture will go

for the another methods for parameter extraction ok.

Thank you.


