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So, last class we are discussing about the 0 crossing.
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So, we have saying that suppose I have a simple sinusoidal, simple sinusoidal. So, every

cycle, every cycle a simple sinusoidal cross the 0 line 2 times. And if it is this is shifting

let us correct the this is shift then find out the 0 crossing 2 times it cross the 0. So, 2 time

pass cycle. So, for every cycles it cross the 0 line 2 times.

Now, if the sampling frequency is let us F s and the cycle that the fundamental frequency

of or this signal frequency is F 0. So, for every cycle it cross the 0 line 2 time. So,

sampling write F s. So, if how many cycles are there in per sample. So, F s samples are

there by F 0 sample per cycle. So, for every cycle how many samples are there? So, if F s

is the number of sample and F 0 is the frequency. So, F s by F 0 sample will be there per

cycle which I have discuss already. So, 2 time per cycle.  So, every cycle how many

samples are there F s by F 0 every cycle? So, cycles is equal to F s by F 0 sample.



So, if I convert this 2 number of 0 crossing per sample. So, I can say 2 into it will be

cycle convert to sample. So, it will be F 0 by F s. Because cycle is 2 by cycle 2 per cycle.

So, it is nothing but a 2 by F s by F 0. So, it is nothing but a 2 F 0 by F s number of 0

crossing per sample. So, I can say for a pure sinusoidal the number of 0 crossing per

sample is 2 F 0 by F s. So, suppose I said find out the number of 0 crossing of a sign half

sign wave for 80 sample, or for m sample. So, I can say the number of 0 crossing for m

sample is nothing but a 2 into F 0 divided by F s into m is clear.
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So now suppose I have a signal 1 kilohertz, signal F 0 is equal to pure ton of 1 kilohertz

sampled at F s 10 kilohertz. If I say find out the number of 0 crossing for 40 or 400

sample. How many time signal cross the 0 line for 400 sample. So, I can say it is nothing

but a z 400 is equal to nothing but a 2 into F 0 by F s into 400. So, I can say 2 into 1

kilohertz means 10 to the power 3 divided by 10 into 10 to the power 3 into 400 cancel.

So, it is nothing but a 80 number. So, 0 crossing for 400 samples is 80 number. Even if

instead of 400 sample I said how many time signal is cross the 0 line for 30 millisecond?

30 millisecond in the 30 millisecond signal how many time signal cross the 0 line?

So, I we say F s is 1 kilohertz; that means, 1 this millisecond has 1 k sample or 10 k

sample.  So,  one millisecond has 10 sample.  So,  30 millisecond has 300 sample.  So,

instead of 400 I can say 2 into 1 k divided by 10 k into 300 60 number. So, I can find out

the number of 0 crossing. 
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Now instead of sign wave

Let us I have a speech signal. So, it is not I cannot say 2 times per cycle. So, I have a

ARB signal. I do not know number of cycles, which is the period I do not know

anything. There is the signal only. I want to know how many times signal cross the 0 line

for a 40 millisecond segment. Or of a 20 millisecond segment for one window. 
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So, my problem is that I have to find out how many times signal cross the 0 line for 20

millisecond I take a window. So, that is why it is called short term 0 crossing rate. If I

want  to  calculate  how  many  times  signal  cross  the  0  entire  signal,  that  can  also  I

calculate what that will be not use, because a signal which is time varying. So, this may



be voice this may be silence this may be noise. So, all kinds of steps or signals are there.

If I want to know the which part is voice which part is noise. So, I have to instead of

taking the whole signal at a time I have to take a small window. Same as and calculation

of energy that is why called short term 0 crossing rate.

So, once I make a short term let us 20 millisecond window, I want to find out how many

times signal will cross the 0 line. Here my formula will not work because I do not know

where the cycle  number of cycle  F 0 I  do not know. F s  I  know I know only F s.

Sampling frequency I know I have sample the signal something else. Now let us this is

an x n is a signal, first I explain it then I put the generalized formula. So, this is the first

window this is the first widow and signal is x n. So, x n is 20 millisecond signal if F s is

equal  to  8  kilohertz,  then  how  many  sample  will  be  there  in  20  millisecond?  10

millisecond 80 sample. So, I can say there will be a 160 sample value.

So, x n has an 160 value if it is. So, if it is start from 0 then it will be x 159. Now I want

to find out how many times signal cross the 0 line. So, if I say if I say generally drawn

suppose those are the sample. So, when the 0 crossing will be happened this is sample

once the signal sample will come this side. So, this is the positive sample this is the

negative sample.  So,  there will  be a 0 crossing.  Similarly there is a negative sample

negative sample then once it is a positive sample then there will be a 0 crossing. So, I can

say the  0 crossing  only happen if  the signal  value  signal  or  sample,  sample  sign in

change positive to negative sign.

So, every time when a previous sample if it is positive next sample is negative 0 crossing

occur, previous sample is negative next sample is positive 0 crossing occur. So, I can say

let us I compare where the So, there is a 0 crossing will be occur in between 2 sample.

So, within this 2 sample I do find out whether there is a 0 crossing occur or not. So, how

do I find out? I do check within this 2 sample whether the sample value change the sign

or not. So, I can check let us this is x 0 and this is x 1. So, what I define? Let instead of x

0 x 1 let us write it 1, 1, minus 1, minus 1.

So, I can say if x n is greater than 0, then let us I define a function Sng of x n will be 1.

Or else of else or can write or Sng x of n equal to minus 1 if x of n is less than 0. So, if x

of n is less than 0 then the value of Sng of x n is minus 1 and this is 1. So, if I see this

sample this is 1, this is 1, this is minus 1, minus 1, minus 1, 1. Now if I say So, I have to



check 2 sample at a time I have to check 2 sample at a time. So, I can say if this minus

this if both are 1. So, 1 minus 1 is equal to 0.

If the sign is change then only I want one count. So, I can write down a function, that z n

let us the 0 crossing count of 0 crossing is nothing but a change of sign Sng of x x. So,

sample one so; that means, x of n plus 1 or if I write x n then minus x of n minus 1

previous sample sign of. So, I will let us use the separate slide.
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So, shy s n Sng x n n minus Sng of x of n minus 1 previous sample then take the mod.

Give me the every time. So, if I take the mod of this function what will give. This is plus

1. So, this in this case, this is minus 1. So, let us this case this case I take. So, coming

here.

So, this case. So, x 3 minus and I take x 2. So, I taking the samp the x 3 and x 2. So, this

is x 3. So, if it is x 3 x 3 is negative sample show minus 1 minus x 2 is positive sample

minus 1 then take the mod then the value will be 2. If it is 1 and 2 value up 2 second

sample is positive. So, one value of first sample is positive equal to 1/ take mod 0. So, if

I take this function and check for all sample, take the sum. So, every time signal cross

the 0 line I get the value of 2. So but what I want I want number of 0 crossing through

the that window let us this is the l 20 millisecond. So, I can say this will be 1 by 2 has to

be normalized.



Give us 0 crossing is number 1 number 2. So, be instead of number 1 every time in this

function I get value 2. So, 2 has to be normalized. Now if I want to normalized with

respect to window length then I get normalized with l, this is for first window. So, same

thing we will happen for any window throughout the signal. So, generalized formula for

calculating the 0 crossing rate is this one. And this is the walk diagram first signal pass

through the minus 1 and one I make it then take the difference take the mod, then I pass

through the window and get the So, what I get for every window I get a z value. So, for

the window number 1/, I get a z 1. For window number 2, I get a z 2 for window number

3 I get a z 3.

So, how many if the there is 100 frame per second. So, I can get 100 z value. So, instead

of F s I can get 100 points of z value. So, F s is 1 second the 1 second is divided into 100

point. So, sampling frequency them come down to the instead of F s it is 100. Sampling

rate the frame rate divided that sampling frequency. So, I get a one value here one value

here that a 100 value I get. So, 100 z value like it. Then if I plot those 100 z value. So, if

the signal is c b land or if the fricative.
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So, if I see that see then

example if the c b land signal. So, number of 0 crossing will be much high. So, z

corresponding window z value will be very high. If it is signal is worst signal is worst

kind of signal number of 0 crossing will be less. So, z value will be low. 
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So, depending on the z value I can say whether this signal is sivilent or this signal is

silence. In the problem is that even through the signal is non sivilent let us silence, but

there is a simple noise is there, then also I can get the 0 crossing rate very high or let us

there is a 50 hertz frequency find the line frequency disturbance, then also I get the 0

crossing rate with the like the voice signal. So, that is why the 0 crossing rate is not a you

cannot say this is a very rigid parameter for detecting the voiced or unvoiced detection,

but yes I can do the voiced unvoiced detection using 0 crossing rate.

So, normalized 0 crossing rate means it is normalized with respect to window length. So,

if it is. So, I can say normalized 0 crossing rate is z is equal to nothing but a 1 by 2 l

summation of m let us x m sorry, mod of Sng of x m minus x of m minus 1 Sng will be

there mod. Now if I want to put the w in pictures normal value then m will be n minus l

plus 1. And here will be n and here will be n minus m. So, I have said the n th window, n

th window. So, n equal to 0 n equal to 1, n equal to 3 n equal to 4 should I know the

which window it is part. And for each window I calculate the normalized 0 crossing rate

with respect to 2 l the here is the l is the length of the window.

So let us I have a signal. Let us this same see this example. For a 1 kilo 1 kilohertz sign

rate  as  a  input  using 40 millisecond window length,  with various value of sampling

frequency we get the following. We get the same value of z m. So, window length is 320.

So, if you know that z 1 is nothing but a 2 into F 0 by F s. And if it is multiply for



particular 40 millisecond, then I know how many sample will be there in 40 millisecond

and I can find out the z value, if it is see the z value is same z m is same.
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But z 1 is different, per cycle per sample with the number of 0 crossing per sample is

different,  but  number  of  0  crossing  for  a  particular  number  of  sample  is  same.  For

particular number of time sorry, particular number of time is same.

So, this is I can say z m is independent of or I can say the z m is independent of sampling

frequency, that is called normalized 0 crossing rate.
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Then there is another parameter we said time domain parameter is call autocorrelation

coefficient. The details I will discuss during LPC analysis and F 0 analysis, but I just

give you a hince what is autocorrelation that idea. So, what is correlation? You know

suppose I want to find out the correlation between these 2 things. That is nothing but a

similarity between the 2 object is called correlation. Similarity between these 2 object if

2 object are similar, then I can the similarity is similarity I have to measure the degree of

similarity. So, there is a requirement of some parameter with respect to which I can find

out the degree of similarity.

(Refer Slide Time: 19:41)

So, suppose it is a digital signal x n another digital signal y n, I want to find out the

similarity  between this  signal and this  signal.  So,  I  want  I  will  do for every sample

similarity of the whole signal. So, similarity number 1 r 0, I have to find take the one

sample of this signal take the first sample of this signal, take the product, then take the

sum. So, it is nothing but a product x n multiply by y n. Now if I find out the similarity

of degree one r 1. So, I will do I will shifted the one signal by one sample. So, that is the

correlation. So, if it is autocorrelation then y n is equal to x n it is similarity between the

signal it selves. So, if that case the r 0 first coefficient is nothing but a x n 0.

If sample has to be square and then some of. So, it is nothing but a n h E 0. Similarly if it

is r 1. So, the signal is same signal is shifted by one then multiply. So, x 1 the x 0 will be

multiply with next x 1 here x 0 is not x 1 x 0 x 1 is there as treated as a 0 and last sample



will be multiply with the 0, because if I take that the outside the vicinity of the window

signal is 0. Then I get the value then I get the value r 2 then I get the value of r 3 just

shifted. So, if I shifted it if you think in a sign wave manner. This is a sample, this is a

sample, this is a sample, this is a sample, this is a sample, this is a sample, again sign

wave 1, 2, 3, 1, 2, 3. Now once I multiplied these with this, these with these, these with

these with these and add it similarity is maximum I get E 0.

Once I shifted the sample with once is. So, the next time I extract this sample. Then I

multiply this with this, this with this, this with this, and this with this, this with this, and

take the sum. Now if you see seen there is a signals are not similar not in phase you can

say the signal is not in phase. So, in that case the similarity becomes reduce again it will

be multiply with the same signal when it will come in here. So, after complete one period

again the signal once this same kind of similar kind of signal will multiply each other.

So, summation will be increases. So, I can say r 0 r 1 r 2 r 3 if I calculate those r value

with respect to different l. So, again I get the maximum value at r l where l represent the

time of or if F t l is equal to nothing but a length of the signal, where it is complete

period it has a complete period.
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So, l is nothing but a t complete period. So, if you see what the signal or not coming

details I will cover it will look like this. So, if you see the rate color is the maximum. So,

maxima occur at red color. So, what is the definition of a fundamental frequency. Signal



repeat itself. So, when it will be repeat if the sample value of similar. So, I can say the

signal repeated in here, signal repeated in here, signal repeated in here. So, this is nothing

but a F 0 this is nothing but a twice F 0 this is nothing but a twice F 0. So, that can be

used to calculate the fundamental frequency of the signal. So, that is the autocorrelation

parameter for time domain processing.
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Details again I will discuss during the F 0 extraction. Next is called average magnitude

difference function AMDF. Instead of taking the multiplication of the signal, I just take

the mod magnitude difference mod, mod of the magnitude difference.
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So, suppose I have a x 1 take the x 0 minus x 0 take the mod. Then instead of x 1 x 0 take

let us x k and n plus k. So, I can say n equal to 0 to capital n minus 1 minus k which is

nothing a D k. So, I can say difference number 1. So, k equal to let us 0. So, I take the

difference between the x 0, I take the difference, difference of first sample with all other

sample  and  there  sum.  Then  I  have  to  there  is  a  n  number  of  sample.  So,  I  can

normalized it 1 by n. So, I take a n number of sample signal then take the difference. So,

this is there is a n number of signal in my signal, and take the first sample. I take collect

the difference of the first sample with other sample, and take the sum and divided n.

So, see the philosophy. If this is my x 0, let us my x 0 is in here. So, I take the x 1 take

the difference of x 1 is inhere, let us x 1 value is here. So, if I if I say x 1 x 2 x 3 I take

the differences. So, differences will be minima, when the value of this one this x 0 which

matched with similar kind of period will come. If you see if you take the plot, I take this

first  sample,  I  take  this  first  sample.  Take  the  difference  between  this  sample,  this

sample, this sample, this sample, this sample, this sample, this sample and sum it up.

Then take this sample, then take this sample with difference of this sample this sample

difference of this sample, this sample, difference of this sample. So, x 0 minus x of n

which n varies from 0 to n minus 1 k. So, k equal to 0 means I x x x 0 minus x 0 x 0

minus x 1 x 0 minus x 2 x 0 minus x 3 I have taking it and take the sum.



Then I take x 1 minus x 0 x x 1 minus x 2 x 1 minus x 3 x 1 minus x 3 and take the sum.

So, if I do that way when it will be minimum? When I take the difference from here,

same signal with the same signal. So, x 0 minus x 0. So, this is nothing but a look like a x

0 all though it is a not x l. So, it is a x k when x k minus x 0 is equal to 0. Then the

difference will be minimum almost 0. So, I can say the definition of a phase is that if the

2 samples are identical after n delay then n is call period. So, the if you know that x of n

is equal to x of n plus n. So, x of n after n sample if the same sample is appear then I can

call the period of the signal is x n. So, difference will be minima when the signal repeat

itself. So, if I say this kind of plot I will get.

So, first minima we will occur at F 0. Second minima we will occur at twice F 0. Third

minima occur thrice F 0. So, details I will discuss that what extraction of F 0 what is the

drawback  of  this  algorithm or  call  things  I  will.  So,  this  is  call  average  magnitude

difference. So, all those time domain parameters can be used to detect the speech and

suppose I want to detect the speech and non speech.
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So, what is the important? If

I not talk suppose I want to developed and which is a speaker identification and systems,

and I want to find out why are the speech event is started and where the speech event is

ended. 
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So, let us I quite for sometimes and start recording. I want to find out the time when I

start speaking and when I end speaking, speech and non speech.
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So, beginning of speech

interval and ending of a speech interval that have to detect. So, how to detect it?
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I have to accurately locate

the beginning and end of the speech, with a noisy background something will be there.

So, those kind of things will be there. So, what is the problem? Now suppose there is a

some noise, and I start the speech with a plosive consonant pa, ta, ka this kind of

consonant. If you see the (Refer Time: 30:26) period of pa is nothing but a silence. So, I

do not know where the pa is started. Because when it start voicing I know here the

voicing is started. So, that is nothing but a power to next voicing transition, but I do not

know where the pa is begin whether it is begin in here whether it is begin in here I do not

know.



Similarly, if there is a sum fricative with fricative like fa then also detection of that

fricative is very tough we weak. Plosive fricative weak fricative even nozzle, suppose

you started a nozzle consonant the voicing is started like this, and suddenly like this. So,

why exactly it is started? It may be concede with the noise. So, those are the problem in

voicing and non voicing detection.  But using this energy or you can say the average

magnitude, and 0 crossing rate I can detect the voice you know beginning and end point

of the voicing.

(Refer Slide Time: 31:38)

(Refer Slide Time: 31:40)



So, what I will see, if you see is a loss energy loss energy separated voice from unvoiced

and silence. So, this is the silence, this is the unvoiced, this is the voiced. Log energy in

D b. So, this is the 0 crossing silence unvoiced and voiced.

0 crossing pa for 10 millisecond interval. So, I take the window side is 10 millisecond.

So, suppose I can developed an algorithm like this, this is my energy. So, I can get that

the  interval  this  is  the  this  block line  is  plotted  for  every  10 millisecond.  Every  10

millisecond there is a point. So, I can say I can explain it better here.
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So, suppose I have signal been silence. So now, suppose this term. So, what I will do I

take for every 10 millisecond I find out the average magnitude. Or I can say that average

magnitude A m or I can find out the E m energy. And 0 crossing rate,  for every 10

millisecond I get that one. So, if it is 1 second signal if it is hun 10 millisecond is the

frame rate. So, I can get the 100 100 frame value.

So, with concede with the signal. So, I can say this frame corresponding to this energy,

this  frame corresponding to this  energy, this  frame corresponding to this  energy, this

frame corresponding to. So, I can get a energy plot like this. Now if I have a define a

threshold, that if it is within this threshold value, then I call it is a silence if it is above

the threshold value then I call it is a voice. So, I normalize the amplitude because your

according then you say that if I recording the high volume then threshold value will be

change. So, what will do? You can normalize the speech signal, with respect to some

sample you can say that this is the maximum level of So, I get a signal. I normalize the

amplitude of that whole signal, and take find out the threshold value was some from

previous study. And I just  the threshold value to find out the voice and un un voice

detection.

Similarly, for every 10 millisecond I get a z m value. So, if it is noisy. So, z m value will

be very high. So, I can get the z m plot will be look like this, again down down down.

So, again I can say the z m value if it is high above this threshold value I can say it is a

sivilent below this threshold value I can say it is a voiced or silence. If there is a silence

can also have a high threshold value, but if you see the z m and energy if I combine, then

I  can say whether  it  is  a  silence  or  sivilent.  Sivilent  amplitude  will  be high at  least

voicing sivilent there will be the some power, but in silence only background noise will

be there. So, power will be reduce. So, that way I can find out this parameter can be used

for voicing and un voicing detection.

For PDA and VDA voice detection or PDA can PDA and VDA, I discuss later on the

speech detection algorithm and voice detection algorithm. So, this can be act as a voice

detection  algorithm,  but every PDA is  nothing but  a  VDA. If  I  able  to  find out  the

speech, speech is exist only for voicing signal. So, I can say VDA PDA is exist only for

voice  detection.  So,  VDA PDA PDA,  P  is  speech  detection  algorithm  PDA voice

detection algorithm. So, I will discuss those later on details of when a discussing about



the F 0 extraction. So, time domain methods is complete. So, next class I will discuss

about the LPC modeling.

Thank you. 


