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Welcome to the course on error control coding, an introduction to linear block codes.
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Lecture #4: Decoding of linear block codes

Today we are going to talk about how to decode and we are going to talk about what is known as

syndrome decoding.
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Decoding of linear block codes

Basic idea:

# The received vector r has 27 possibilities, regardiess of what
codewnord is transmitted

So what is a decoding problem? So let us look at scenario where we are transmitting our code
word which is n bit tuple over a communication channel. And let us consider a binary symmetric
channel, so in a binary symmetric channel bits zeros and ones are transmitted over this
communication channel and with probability 1-P they are received correctly and with crossover

probability of P the bits zeros and ones can get flipped. So the output channel is also binary.
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Decoding of linear block codes

Basic idea:

# The received vector r has 27 possibilities, regardiess of what
rodewaord is transmirted

Then we have total 2k code words right and if we are looking at output received sequence we can
have total of 2" different possibilities, because we — our code bit is — code word is n bit and each
location can be zeros or ones. So our decoding problem is we have to partition these 2a
possibilities into sets of 2kx2k set. So we have to map these 2 possibilities into sets, 2k sets. And

corresponding to each set there should be only one unique code word.

In other words when we map our received sequence to a particular set we should be able to say if
these set of received sequence are obtained or we get these received sequence then corresponding
to these received sequence there is only one code word. So the decoding problem is we have to
partition these 2n different possibilities into total 2k sets such that in each of the set there is only

one valid code word.

So whenever any of these received sequence you know is mapped to a particular set, then we
should be able to say okay if you receive any of these code or receive any of these sequences
then the transmitted code word is also this. So you can think of, we have total 2. possibilities and
we want to partition this 2, possibilities into 2% different balls in some sense. And each ball has

one code word associated with it.



That is basically our decoding problem. So how do we partition these 2n different possibilities

into 2k sets is what we are going to talk about.
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Decoding of linear block codes

Bas=ic idea:

@ The received vector r has 27 possibilities, regardiess of what

codeword s tTransmitTed

& Aoy decodwg schame used at the recervi 15 a rule Lo partilgn the
2" possible received vectors into 27 disjoint subsets Dy, Dy, --- . D
sich that the codewosrd v, is contained in the subsat D, fos

1< i< 2

So any decoding scheme is basically to partition these 2n possible code words received code
words into 2k disjoint subsets, to where disjoint is important because we want to — we do not

want basically overlapping decision sets, regions okay.
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Ba=ic idea:

@ The received vector r has 27 possibilities, regardiess of what
codewnrd s Transmitied

@ -ﬁlly decodmg schemg wused al the recerver s a rulé Lo parlalagn tha

2" possible received vectors into 2° disjoint subsets Oy Dq. --- D
such that the codeword v, s containgd in the subset D, fod

1< i< 2"
& The partition 15 based on linear structure of the code

And how do we do this partition is basically based on the structure of the linear block code and

that is what we are going to describe in this lecture.
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@ Letw =0, v vy b the 2° codewords in an (m k) linear block
code
@ Form an array of vectors from vector space, V, as follows
(i) Asrrange the 2° codewords as the top row of the array with w = 0 2=
the first eloment

So let us denote the 2k code words by vi, v2, v3, v2k, v2X so let us say these are my 2« code words
in a linear block code (n, k) linear block code where vi is all zero code word. Now what do we
do is we form an array of vectors from vector space Vi as follows. In the top row of this array we
will arrange all of these 2k code words with all zero code word being the left most entry in the

Tow.
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@& Letwy =0, s, -~ Wy bi the 2° codewords in an (n, k) linear block
code

@ Form an array of vectors from vector space, V, as follows

(i} Arrange the 27 codewords as the top row of the sray with vy, = 0 as
the first element

So we are going in the first row of this array, we are going to put all zero code word and then we

are going to put the other code words. So this will be the first row of this array.



(Refer Slide Time: 05:03)

& Let vy =0, v g b the 2% codewords in an (p, k) linear Bock
code
# Form an array of vectors from vector spaca, V¥, as follows:
(i} Arrange the 2* codewords 3s the top row of the srray with w, = 0 a5
the first element

(i) Suppose j — 1 rows of the array have been formed. Choose a vector
& Prowm W, which i Aol in The prewnoad | — 1 rows

Now suppose we have formed — now I am going to tell you how we are going to form this array,
suppose let us say, we have already formed j-1 rows of this array, then what do we do? We
choose a vector ¢j from vector space Va so we pick up a n bit error vector which has not been

chosen previously in any of the previous j-1 rows. We pick that error vector.
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@ Lot wy =0,vs, wys be the 2° codewords in an [, k) linear block
code

@ Form an array of vectors from vector spaca, V, ac follows:
(7] Arrange the 2° codewords as the top row of the srray with vy = 0 as
the first element

(W) Suppose j — 1 rows of the array have been formed. Choose 3 vector
a; froim WV, which ® pal b the prendut § — 1 rows

{iid) Form the .-'h row by adding &, to sach codeword w in the top row
and placing @ + w under v

Next we form the j row by adding that error vector to each of the code words on the top row

and placing the new vector which is ej+ vi under the code word vi.
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@ Lot wy = 0w W b the 2% codewords in an (m, &) linear block
code

& Form an array of vectors from vector space, W, ac follows:
(i) Arrange the 2° codewords as the top row of the amray with v = 0 as
tha first clement
(i) Suppose j ~ 1 rows of the array have been formed. Choose a vector
e from V, which = nat i the prevous | — 1 rows
(i) Form the .-"1'I row by adding &; to =ach codeword w in the top row
and plagung @y + W under W,
(] Continue until all the vectors from V), appear in the array

I will just explain what I mean by this.
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Standard array

So as I said, in the first row we have listed all the code words with all zero code word as my left
most entry. Now let us say I have already formed some rows and I want to form j™ row. So how
do I find j™ row, I will pick up an error vector ej which is — let us say this e3 which has not
appeared before. So e3 should not be any of these elements which have already been chosen. E3

should not have appeared in the previous rows of this array.

If I chose such a error vector and then what do I do is, I add this error vector to each of these
elements in the first row which is nothing but code words and I place that element under the
same column. Now what do I mean by that, so let us say this was v2 so I will add e3 to v2 and |
will add the element e3+v2 in the same column as v2 was. Similarly if I have a code word vi I will

add e3 to vi and [ will add this element e3+viin the same column as vi.

So this is how I am going to build up this row in this array. The next row, how do I build up,
again [ will pick an error pattern which has not happened before. I will pick up that error pattern
and then I will add that error pattern to v2 put that element here; add that error pattern to vi put

that pattern here. So this is how I will fill up the entries in this array.
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Decoding of linear block codes

@ Let vy =0, v, --- .5 be the 2° codewords in an (n, k) linear block
code
@ Form an array of vectors from vector space, ¥, as follows:
(i} Arrange the 2* codewords as the top row of the array with v, = 0 as
the first element

(i) Suppose | — 1 rows of the array bave been formed. Choose a vector
e Proam W, which m not v the prevowus | — 1 rws

(i) Form the .-|+' row Dy adding e to each codeword W 0 the top row

and plascing @, + o under @,
liw) Continue until all the vectors from V), appear in the array

® The array is called a standard array

So that is what I meant, form the j row by adding e; to each of these code words in the top row
and placing ej + vi under the same column as vi. And we will continue doing this until all n bit

vectors have been put in this standard array.
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& Let vy =0, v, - .y be the 2° codewords in an (n, k) linear block
code

@ Form an array of vectors from vector space, ¥, as follows:
(i} Arrange the 2* codewords as the top row of the array with v, = 0 as
the first element

(i) Suppose | — 1 rows of the array bave been formed. Choose a vector
e Proam W, which m not v the prevowus | — 1 rws

(i) Form the .-|+' row by adding e; to each codeword w in the top row
and plascing @, + o under @,

liw) Continue until all the vectors from V), appear in the array
® The array is called a standard array

And this array formed in this way is known as standard array.
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Standard array

So this is how your standard array will look like. Again I just recap how we are constructing this

standard array. The first row of this array is set of code words vi2v2* and the left most entry here

is all zero code word. Next we pick up an element an error vector which has not happened in any

of the previous rows. And then we add that error vector to each of the elements of these code

words and put the new element under the same column as that code word. And we continue

doing that until we have put all the possible vectors in this array.
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Decoding of linear block «

For a (6.3) inear code generated by the following matro,

B g 1 116 b
G=|m|=]|2 0101 0
Bz |1 1 60 0 1

standard array 15 shown in next two shdes

So let us look at a (6, 3) linear block codes whose generator matrix is given here.
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Cosel Leader wy | W W wa

(ppoooD) [{(D11100) (101010} (11D001)
(IoooDD) |(111100) (DO1010) (D10O0O01)
(010000} ((0DO1100) (111010} (10DO0O1)
(bo1o00) ((Dlo100) (100010} (111001)
(obol00) ((D11000) (101110) (110101}
(bpooio) ((011110) (101000} (110011)
(poopoo1) ((0111o01) (101011) (110000)
(100100} |(111000) [(DO1110) (DID1O1)

Columns wg — v am listed in the next page

Now how do I find its standard array? So as I said.
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Decoding of linear block codes

For a (6. 3) linear code generated by the following matrix,

. 011100
G=|m|=|101010
g 110001

standard array is shown in next two slides.

The first step involved is you need to write down all possible code words, now you have already

been given the generator matrix for this code.
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Decoding of linear block codes

For a (6, 3) linear code generated by the following matrix,

2 011100
G=|m|=]2101010
g 110001

standard array is shown in next two slides

So you can find out what are the possible code words, you just have to do v is nothing but u
times G, so there are total eight code words and you can find those eight code words because you
know that G is given to u and you know what is your u, u is basically goes from 000 to 001, 010,

goes to 111 so you can find out what these code words are and I have listed these
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Coset Leader vy vz V3 vy
(000000) (011100) (101010) (110001)

(100000) |(111100) (001010) (010001)
(010000) (001100) (111010) (100001)
(Do1000) |[(010100) (100010) (111001)
(0o0100) |[(011000) (101110) (110101)
(0o0010) |[(011110) (L01000) (110011)
(Dooo01) |[(D11101) (101011) (110000)
[ICII]IDCI] {IIID[IIJ] (0OD1110) {DlﬂlD]}

Columns vs — v are listed in the next page

Codes words here so you have one all 0 code word and then you have the other code words are

011100, 101010, 11001001, since I could
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Coset Leader vy | v s L i
(0000O00) (t10110) (101101) (011011) (0O0O111)

(100000) |(010110) (0O1101) (111011) (100111)
(0r10000) |(100110) (111101) (0O1D11) (010111}
(001000) |(111110) (100101) (010011) (DO1111)
(00D100) |(110010) (101001) (011111) (0ODO11)
(0o0010) |(110100) (101111) (011001) (00O0101)
(ooooo1) |[(110111) (101100} (011010) (0OOO110)
(to0100) |(010010) (0O1001) (111111) (100011)

Calumns vy — Wy are histed in the previous page

Not fit in all the columns in one slide I have continued it here so this is I had up to
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Coset Leader vy vz V3 vy

(000000) (011100) (101010) (110001)
(100000) (111100) (001010) (D10001)
(010000) |(001100) (111010) (100001)
(0o1000) (010100) (100010) (111001)
(000100) (011000) (101110) (110101)
(0ooo10) (011110) (101000) (110011)
(0oo001) (011101) (101011) (110000)
(loo100) (111000) (00D1110) (0D10101)

Columns vs — v are listed in the next page

Vo I have V1, V2, V3, Vsand then I had.



(Refer Slide Time: 11:24)

i

B AB0 ¢ e s

cEfFsoBERERERREC 8 ——

Coset Leader vy | v s L i
(0000O00) (t10110) (101101) (011011) (0O0O111)

(100000) |(010110) (0O1101) (111011) (100111)
(0r10000) |(100110) (111101) (0O1D11) (010111}
(001000) |(111110) (100101) (010011) (DO1111)
(00D100) |(110010) (101001) (011111) (0ODO11)
(0o0010) |(110100) (101111) (011001) (00O0101)
(ooooo1) |[(110111) (101100} (011010) (0OOO110)
(to0100) |(010010) (0O1001) (111111) (100011)

Calumns vy — Wy are histed in the previous page

Vs, Ve, V7, Vs, so these are my eight code words for this six three linear block code.
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Coset Leader vy vz V3 vy
(000000) (011100) (101010) (110001)

(100000) [(111100) (DD1010) (010001)
(010000) |((001100) (111010) (100001}
(001000) |(010100) (100010) (111001)
(000100) (011000) (101110) (110101}
(oo0010) |(011110) (101000) (110011)
(0o0001) |(©011101) (101011) (110000)
(loo100) |[(111000) (DO1110) (010101)

Columns vs — v are listed in the next page

Now how do I find entries in the next column, as I said I have to pick up a vector which has not
appeared in the previous rows. So let us look at what is appeared in the previous row we had all
zero sequence here, we had a sequence which has 3 ones, a sequence which has 3 ones, sequence

which has I mean
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Coset Leader vy | v i L i

(000000) (ti10110) (101101) (011011) (DOO111)
(tooooD) |((0D10110) (0O1101) (111011) (100111)
(01000D0) (t0oo0110) (111101) (DO1D11) (0O1D111)
(001000) (111110) (100101) (010011) (0O1111)
(o00100) (110010) (101001) (0O11111) (OODO11)
(000010) (ti0100) (101111) (011001 (0OOO101)
(00D0D01) |{IIUIII] (101100) (011010) (0OO110)
(L00100) (010010) (0OO1001) (111111) (100011)

Columns vy — vy are listed in the previous page

3 ones, code word 4 ones, so we see we do not have n tupels which have just weight one

hamming weight one
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Caset Leader v; | vz
(000000} |(011100) (101010) (110001)

V3 vy

(100000) [(111100) (DD1010) (010001)
(010000) |(001100) (111010) (100001)
(bo1000) [(010100) (100010) (111001)
(000100) |(011000) (101110) (110101)
(oo0010) |(011110) (101000) (110011)
(0o0001) |(©011101) (101011) (110000)
(loo100) |[(111000) (DO1110) (010101)

Columns vs — v are listed in the next page

They have not appeared so far so this 100000 has not appeared so far in the first row of this
array, so I pick this 100000 as my first element now how do I find this element? I am going to
add this to this so I am going to add this to this, if I add it what do I get? 1+ 0 is 1, 0+1 is 1, 0+1
is 1,1 0+1 is1,0+0 is 0, 0+0 is O so this is what I get, how do I get this entry? Again I add this to
this so 1+1 is 0, 0+ 0 is 0, 0+1 is 1, 0+0 is 0, 0+1 is 1, 0+0 is 0. So this is how I populate the

entries in this row. Next how do I pick this, I will now have to look at
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Coset Leader vy vz V3 vy

(000000) (011100) (101010) (110001)
(100000) (111100) (001010) (D10001)
(010000) (001100) (111010) (100001)
(0o1000) (010100) (100010) (111001)
(000100) (011000) (101110) (110101)
(0ooo10) (011110) (101000) (110011)
(0oo001) (011101) (101011) (110000)
(loo100) (111000) (00D1110) (0D10101)

Columns vs — v are listed in the next page

The first two rows of this array and see, pick one end tuple which has not happened before and

this particular n tuple can see 0 1 and all zeros.
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Coset Leader vy v vy

mannanm Mmiriam Mn1na ¥ vi
(000000) [(110110) (101101) (011011) (000111)
(T00000) |(010110) (001101) (111011) (100111)
(0rnoo0) |[(100110) (L11101) (0O1011) (O1Q0111)
(001000) (t11110) (100101) (010011) (0O1111)
(0o0100) [(110010) (101001) (011111) (0DQOIL1

(oopoo10) [(110100) (101111) (011001) (000101)
(booool) [(110111) (1011000 (011010) (DDO110)
(100100) |[(010010) (@01001) (111111) (10001LI)

{ olumns w= - vy are listed in the previons page

It has not appeared so far in the first two rows of the standard array, so I can then pick
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Coset Leader vy vz V3 vy
(000000) (011100) (101010) (110001)

(100000) |(111100) (001010) (010001)
(010000) (001100) (111010) (100001)
(Do1000) |[(010100) (100010) (111001)
(0o0100) |[(011000) (101110) (110101)
(0o0010) |[(011110) (L01000) (110011)
(Dooo01) |[(D11101) (101011) (110000)
[ICII]IDCI] {IIID[IIJ] (0OD1110) {DlﬂlD]}

Columns vs — v are listed in the next page

This as my n tuple here and then I fill up this whole entry, how? I add this vector to this v2 put it
here, add this vector to this put it here, add this vector to this put it here.
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oding of linear block codes

Coset Leader vy v vy

mannanm Mmiriam Mn1na ¥ vi
(000000) |(110110) (101101) (011011) (000111),
(T00000) |(010110) (001101) (111011) (100111)
(D1D0000) (100110) (111101} (OOD1IO011) (O1D111)
(001000) (t11110) (100101) (010011) (0O1111)
(0o0100) [(110010) (101001) (011111) (0DQOIL1

(oopoo10) [(110100) (101111) (011001) (000101)
(boooDD1) |{11011n (101100) (011010) (000110)
(100100) |[(010010) (@01001) (111111) (10001LI)

{ olumns w= - vy are listed in the previons page

Add this vector to this you can just verify one such entry so 0+1 is 1, I+0 is 1, 0+1 is 1, 0+1 is

1, 0+0 is 0 and 0+1 is 1, so this is how you populate this entry and we will.
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Coset Leader vy vz V3 vy
(000000) (011100) (101010) (110001)

(100000) [(111100) (DD1010) (010001)
(010000) |((001100) (111010) (100001}
(001000) |(010100) (100010) (111001)
(000100) (011000) (101110) (110101}
(oo0010) |(011110) (101000) (110011)
(0o0001) |(©011101) (101011) (110000)
(loo100) |[(111000) (DO1110) (010101)

Columns vs — v are listed in the next page

Keep on doing it until we have written all those n tuples here, so we have already written this
way we have written all the 2 end possibilities, we have written it in this array. Now this array
have some interesting properties and we are going to talk about that which we will make use of

while decoding our linear block code.
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Coset Leader vy v vy
mannanm Mmiriam Mn1na ¥ vi

(000000) |(110110) (101101) (011011) (000111)
(T00000) |(010110) (001101) (111011) (100111)
(0rnoo0) |[(100110) (L11101) (0O1011) (O1Q0111)
(001000) (t11110) (100101) (010011) (0O1111)
(0o0100) [(110010) (101001) (011111) (0DQOL1)
(00o0010) |[(110100) (101111) (011001) (000101)
(ooooo1) [(110111) (101100) (011010) (000110Q)
(too100) |[(010010) (001001) (111111) (L00O1I)

{ olumns w= - vy are listed in the previons page
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Decoding of linear block codes

@ Every vector in V,, appears exactly once in the standard array.

Every vector in this standard array appears exactly, once this is not very difficult
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Decoding of linear block codes

@ Every vector in V, appears exactly once in the standard array.
a This follows from the construction rule of the standard array  Proof
by contradiction

To prove, this follows from the way we are constructing our standard array okay, and the proof is

by contradiction so I will just
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Coset Leader vy v vy
mannanm Mmiriam Mn1na ¥ vi

(000000) |(110110) (101101) (011011) (000111)
(T00000) |(010110) (001101) (111011) (100111)
(0rnoo0) |[(100110) (L11101) (0O1011) (O1Q0111)
(001000) (t11110) (100101) (010011) (0O1111)
(0o0100) [(110010) (101001) (011111) (0DQOL1)
(00o0010) |[(110100) (101111) (011001) (000101)
(ooooo1) [(110111) (101100) (011010) (000110Q)
(too100) |[(010010) (001001) (111111) (L00O1I)

{ olumns w= - vy are listed in the previons page
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For a (6. 3) linear code generated by the following matrix,

2 011100
G=|m|=]2101010
g 110001

standard array is shown in next two slides

Is a very small proof
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vi=0| v = "7 = Vo
8, 8y + vy e b e + v
8y 83 + Vg 23 + W, e85 + Vi
Bya s E}.- T * ﬂ'lh T ¥ E'_p-- 8T U‘:L.

Standard array

So I can just give you that, let us say so how does the proof by contradiction work? We will
assume some thing and then we will show that our assumption is wrong, that is not possible okay

so we have to prove that every element.
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vi=0]| v v vy
& | e&at+w - BtW --- S t+wm
&3 &+ & T &3 W
83 . iﬁ':-- P+ W « Bgeat s Bpes + W

Standard array

Here is basically unique so let us say that is not true, let us say two elements let us just call it this
element and this element, let us say these two element are same okay, if these two elements are
same then we can write this as e 2n-k +v2 to be equal to e3+ vi correct. Now we can write this exn-
k as es + vi + v2, why because these are all binary words so basically when we add 1+1 that is
basically 0 so we added v2 to both the sides so v2 + v2 will be 0 so we can write this error pattern
as e3 +vi+ vz, and what is vi + v2? vi + v2 is another code word, why because that is the property

of the linear code word.

Linear block code, so this will be es+ some other code word let us call it vi, vi’, so this error
pattern e2 n-k is es+ v'. Now e3 + vi’ this should be in the row containing e3 because these are,
how do we find the entries in the row containing e3 we add all code words v3 and that is what
these entries are so e3 + vi ~ should have been some entry here, what does that mean, that means

we made a mistake in selecting this error pattern.

Note what did we say, we are choosing these error patterns in such a way that in the previous
rows this error pattern has not appeared but here we have shown if these two elements would

have been same if these two vectors in this standard array would have been same then this is the



condition which would mean that this error pattern is already there in the row containing e3, so

that means we cannot choose that as our error pattern

(Refer Slide Time: 18:29)

v =0| v v v
-3 er + Wy e+, e + v
ey o5 + Vg e + W, €3 + ¥
e (& Vs e s + ¥y

Standard array

Here because we can only choose an error pattern which has not appeared before hand, so in
other words we are contradicting our self, on one hand we are saying we are picking up these
error patterns such a way that they have not appeared in the previous rows but if we are saying
the two elements in this array are same then this is not possible, so hence by contradiction
basically we prove that this is not possible. We could not choose a:n-k as this because this has
already appeared, hence this condition that these two elements are same is incorrect okay so all

the elements
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For a (6. 3) linear code generated by the following matrix,

2 011100
G=|m|=]2101010
g 110001

standard array is shown in next two slides
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Coset Leader vy vz V3 vy

(000000) (011100) (101010) (110001)
(100000) (111100) (001010) (D10001)
(010000) |(001100) (111010) (100001)
(0o1000) (010100) (100010) (111001)
(000100) (011000) (101110) (110101)
(0ooo10) (011110) (101000) (110011)
(0oo001) (011101) (101011) (110000)
(loo100) (111000) (00D1110) (0D10101)

Columns vs — v are listed in the next page
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Coset Leader vy v vy
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(000000) |(110110) (101101) (011011) (000111)
(T00000) |(010110) (001101) (111011) (100111)
(0rnoo0) |[(100110) (L11101) (0O1011) (O1Q0111)
(001000) (t11110) (100101) (010011) (0O1111)
(0o0100) [(110010) (101001) (011111) (0DQOL1)
(00o0010) |[(110100) (101111) (011001) (000101)
(ooooo1) [(110111) (101100) (011010) (000110Q)
(too100) |[(010010) (001001) (111111) (L00O1I)

{ olumns w= - vy are listed in the previons page
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Decoding of linear block codes

@ Every vector in V, appears exactly once in the standard array.
a This follows from the construction rule of the standard array Proaf
by contradiction

Of this standard array are distinct and they appear exactly once.
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@ Every vector in V,, appears exactly once in the standard array.

@ This follows from the construction rule of the standard array. Proof
by contradiction

@ Mo two vectors in the same row of a standard array are identical

No two vectors in the same row are identical, again this is.
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@ Every vector in V,, appears exactly once in the standard array.

a This follows from the construction rule of the standard array. Proof
by contradiction

@ No two vectors in the same row of a standard array are identical
@ This follows from the fact that all code vectors of C are distinct

Very easy to prove because all code words are distinct so elements in one row will all be distinct.
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@ Every vector in V,, appears exactly once in the standard array.

a This follows from the construction rule of the standard array. Proof
by contradiction
@ No two vectors in the same row of a standard array are identical
# This follows from the fact that all code vectors of € are distinct

@ Each row is called a coset

We call each row of this standard array as coset and the left.
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@ Every wector in V|, appears exactly once in the standard array.

a This follows from the construction rule of the standard array. Proof
by contradiction

@ No two vectors in the same row of a standard array are identical
# This follows from the fact that all code vectors of C are distinct

Each row is called a coset

There are exactly 2" * cosets

Most entry of each coset or row is known as coset leader and we have total 2"* such cosets.
Now the question is can we make any other element as our coset leader, so if you just go back

here.
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Coset Leader w; Wy oy w7 Wy

{00000 0) (1i0110) {(10:101) (011011) (0OD111)
(10000 a0) II:I.'ll.EIl[L'P:I Oo1101) (111011) ([(100111)
(010000) (looi1o) {(riii01) (0OOLOLLI) (DL1ODL1L)
(D01000) (111118 (100101} (@lo0011) (OODL111)
(000 100) {110010) (101001} (0D11111) (QOODII)
(00001 0) (1i0100) (101111) (011001) (GOO101)
(000001} |(110111) (101100) (D11010) (0OOD110)
{10D100) foloo10) (DOL1OO1) (111111) (100D11)

Columns w1 - wa are listed in the previous page

Let us say look at this row, coset leader was this right. The left more centre in this standard array,
now what happens if we instead of choosing this is as a coset leader if we had chosen let us say

this as coset leader, would it have changed our elements of this array no, why?
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Cosel Leader wy vy Wy ¥a

{o0o0oaq) (11100} (101010) (110001)
{100000) (111100) (0O1010) (D10001)
{o010000) (bb11o00) (111010) (100001)
(001000) ((010100) (100010) (111001)
(0OOLl0O0) (011000) (101110) (110101)
(booo10) |(p11110) (101000) (110011)
(00000 1) (011101) (101011) (1100040)
(loaloa) (111000) (DOL110) (D1DLDI1)

Calumns v — vy are listed in the next page

If you go back.
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For a (6, 3) linear code generated by the following matrix,

#a

0 1
1 O
11

standard array is shown in next two shides.

[= ey

1 @ 0
010
D 01
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Standard array

And see the entries of a particular row; here the coset leader was e3, if instead of v3 we would
have use e3 + v2 what would have happened, this would have es + v2 this would have been e3 +
v2+ v2 so this would be e3, this would be e3 + v2+ vi and v2+ vi would be another code word vi,
so this would have been some other code word so the elements in each row would have remained

the same only they would have just got reordered okay.
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ey ey + v &+ v, 85 + ¥y
Bi (| Baes 4y - S B + Vo

Standard array

So if we pick any other element in the row as coset leader it does not change the elements in a

coset.
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For a (6, 3) linear code generated by the following matrix,

#a

[= ey

0 1
1 O
11

standard array is shown in next two shides.

1 @ 0
010
D 01

Or in a row.
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@ All 2" elements of a coset have the same syndrome as their coset
leader. since

5= (m wiHT n.H'- FwHT E.HT

The next property is all the 2k elements in a row or in a coset have the same syndrome, this we
can show because each element in a coset are of the form like this ej + vi H transpose and since
viH transpose is 0 they will only depend on the error pattern and in each row basically it is the

same error pattern that appears in the elements of the row.
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@ Every vector in V, appears exactly once in the standard array.
@ Thic follows from the construction rule of the standard array. Proof
by contradictson

@ No two vectors in the same row of a standard array are identical
# This follows from the fact that all code vectors of C are destinet

& Each row is called a cosat

@ There are exactly 2 cosets

@& The first slement of sach coset is called the coset leader {Any

element in a coset can be used as iis coset leader. This does not
change the elements of the coset, it changes the order of tham. )

We can again go back to our diagram for standard array.
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W s ]

Coset Leader w; wy

{00000 0) (110110)
(100060) |(D16110)
(010000) (lool11o)
(0o1000) |(111110)
(000100} |{110010)
:uuﬂulu] IllL‘lHJLI]
(ooo001) |(110111)
{100100) |(010010)

L0
(101101)
{Boiini)
(11i101)
(100101)
{1o1001)
(11111)
{101100)
jpo1001)

Wy
{01101 1)
diiaii)
(00L011)
(010011)
{[011111)
{011001)
{011010)
{111111)

Columns w1 - wa are listed in the previous page

W
HJLIUI].L;II
(ioo11i) |
(O10111)
(001111)
[D0DD1L)
(oOD101)
[00D110)
[100D11)
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Cosel Leader wy vy Wy ¥a

{o0o0oaq) (11100} (101010) (110001)
{100000) (111100) (0O1010) (D10001)
{o010000) (bb11o00) (111010) (100001)
(001000) ((010100) (100010) (111001)
(0OOLl0O0) (011000) (101110) (110101)
(booo10) |(p11110) (101000) (110011)
(00000 1) (011101) (101011) (1100040)
(loaloa) (111000) (DOL110) (D1DLDI1)

Calumns v — vy are listed in the next page
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For a (6, 3) linear code generated by the following matrix,

#a

0 1
1 O
11

standard array is shown in next two shides.

[= ey

1 @ 0
010
D 01
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Standard array

And we can see this, we can see an each row, in this row is €3, in this row all these elements

have e2, so they will have the same syndrome.
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@ All 2* elements of a coset have the same syndrome as their coset
leader, singe

s= (o +w)H = gH" +wH" E’.Hr

& The 2" elements of a coset are the 2 solutions to the syndrome
equanons

@ Each of the 2°" " coset leaders has a different syndrome. Hence,
there s one-to-one comespondence bebween a coset leader and a
symdrome

And in the previous lecture we talked about that there are n — k syndrome equations and n

unknowns and there are total 2k solutions and you can see here.



(Refer Slide Time: 22:54)

@ All 2* elements of a coset have the same syndrome as their coset

leader. since

s= oy +wH =oH +wH" =eH"

& The 2" elements of a coset are the 2 solutions to the syndrome
equanons

@ Each of the 2" " coset leaders has a different syndrome. Hence,
there s one-to-one comespondence bebween a coset leader and a
symdrome

Each row has 2k elements and they are the same syndrome so these 2k elements are exactly the
solution of your syndrome equations because they, these 2k elements of a row, of a coset they all
have the same syndrome and they corresponds to the 2k solutions of the syndrome equations, so
the 2k elements of a coset are actually the solutions of your syndrome equation, and another
interesting thing is each of these cosets or each of this coset leader will have a different

syndrome, why?

Because each of these row if you look at each of these row, each of them corresponds to a

different error pattern, again let us go back.
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@ All 2* elements of a coset have the same syndrome as their coset
leader, singe

5= (g wJHT = oH" +wHT E‘.Hr

& The 2" elements of a coset are the 2 solutions to the syndrome
equanons

a Each of the 2" coset leaders has a different syndrome. Hence,
there s one-to-one comespondence bebween a coset leader and a
symdrome

To the diagram that we had for the standard array.
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W s ]

Coset Leader w; wy

{00000 0) (110110)
(1006000) |(D16110)
(010000) (lool11o)
(0o1000) |(111110)
(000100} |{110010)
:uuﬂulu] IllL‘lHJLI]
(ooo001) |(110111)
{100100) |(010010)

L0
(101101)
{Boiini)
(11i101)
(100101)
{1o1001)
(11111)
{101100)
jpo1001)

Wy
{01101 1)
diiaii)
(00L011)
(010011)
{[011111)
{011001)
{011010)
{111111)

Columns w1 - wa are listed in the previous page

W
HJLIUI].L;II
(ioo11i) |
(O10111)
(001111)
[D0DD1L)
(oOD101)
[00D110)
[100D11)
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Cosel Leader wy vy Wy ¥a

{o0o0oaq) (11100} (101010) (110001)
{100000) (111100) (0O1010) (D10001)
{o010000) (bb11o00) (111010) (100001)
(001000) ((010100) (100010) (111001)
(0OOLl0O0) (011000) (101110) (110101)
(booo10) |(p11110) (101000) (110011)
(00000 1) (011101) (101011) (1100040)
(loaloa) (111000) (DOL110) (D1DLDI1)

Calumns v — vy are listed in the next page
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For a (6, 3) linear code generated by the following matrix,

#a

0 1
1 O
11

standard array is shown in next two shides.

[= ey

1 @ 0
010
D 01




(Refer Slide Time: 23:57)

ws w, Vi
&y + Wy - By &7 + v
oy 4 |y + W, 8y + Wy
L= - ay Lo ¥y

Standard array
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This row.

sding of linear b

@ Let wy = 0, v vy be the 2* codewords in an (0. k) linear block
code
@ Form an array of vectors from vector space. Vi, as follews:
(i} Arrange the ' modewords as the tiap riwe ol the array with 0 as
the first element
(i) Suppose j ~ 1 rows of the array have been formed. Choose 3 vector
& from V. which s not in the previous [ — | rows
{im] Form the JCh Fiw by adding & to sach codiward W i the 1op fow
and placing e; + w under v,
[w] Continus until all the vectors from V., appaar in the array

® The array is called a standard array.
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vy =0 - W Vs
" =+ B W B+ v
By & o Wy oy - W 83 + ¥y
[ [int L L33 L5 W

Standard array

Is related to €2, so if we compute syndrome for any of these receive factors we will get syndrome

corresponds to €2, this row corresponds.
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vy =0 vz W v,
= e+vy - Bptw, -- e+ vy
L2} o+ e &y 83 -+ ¥
[ T Wi + W3 Wit Wi + W

Standard array

To e3 this e4, this one ¢ is plot to n — k so if you look at syndrome for each of these rows they all
correspond to each row corresponding to a different syndrome, but within a row the syndrome is

same, so in another words you can map one syndrome to one row or you can map one syndrome

to one coset.



(Refer Slide Time: 24:44)

E I

For a (6, 3) linear code generated by the following matrix

g D 11100
G B 1 &1 010
2 110001

standard array s shown in next two slides.
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@ All 2* elements of a coset have the same syndrome as their coset
leader. since

5= (g u.jHT l:JHr FwHT cI-HT

@& The 2" elements of a coset are the 2° solutions to the syndrome
S atIong

& Each of the 2*" " coset leaders has a different syndrome. Hence,
there is one-to-one correspondence between 3 coset leader and a
syndrome

So this is interesting that now we have one to one mapping between each cosets or each coset

leader to a syndrome.
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Decoding of linear block codes

@ The _.'Lh column of a standard array
Oy = v e+ v, 8 +w, -« 8 s + ¥}

contains exactly one codeword

Another thing to note is if you look at columns of these standard array each column of this
standard array corresponds to one particular code word. If you recall when you started the lecture
we said we want to partition our 2n vectors into 2k different sets and each of this 2k set should

corresponds.
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@ The _.l"h' column of a standard array.

Oy = v e+ v, 8 +w, -« 8 s + ¥}

contains exactly one codeword

To only one code word and this is what is happening here as well.
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vy =0 | - v v
& | &+ TR B - v
iy 1 iy 4 Wy &y + W, By 4 W
Byeei M Bae—a + Wy e i + B 4+ W

Standard grray

You have this whole thing as total possible to n vectors, now we have already partitioned them
into 2k different partitions and these are all distinct partitions, there is no element in here which
is common with this element and another thing to be of interest, if you look at each of these
partition, this partition has all zero vector, this partition corresponds to v2, this partition

corresponds to Vi, this partition corresponds to v2k.
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E I

For a (6, 3) linear code generated by the following matrix

g D 11100
G B 1 &1 010
2 110001

standard array s shown in next two slides.

So this is the.
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Cosel Leader vy 'R Vi 'n

(000000 (D11100) (101010) (L1000D1)
(100000 (111100) (0O0O1010) (D1DODI)
(0 10000) (001100) (111010) (10D0D1)
(0C01000) (010100) (100010) (111001)
(0o0100) (011000) (1D1110) (21D101)
(000010) (011110) (101000) (11D011)
(oooool) ((0D11101) (101011 (1100040)
{1@d100) (111000) (0D1110) (D1D1D1)

Columns v — vy are listed in the next page

Point basically I am trying to make that.
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@ Every vector in V, appears exactly once in the standard array.
@ This follows fram tha construction rule of the standard aray. Proof
by contradiction
@ No two vectors in the same row of a standard array are identical
@ This follows from the fact that all code vectors of C are distinct

& Each row is called a coset
@ There are exactly 2" cosets

@ The first element of sach coset is called the coset leader. (Any
element in 3 coset can be used as its coset leader This does not
change the elements of the coset, it changes the order of them. )
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@ All 2* elements of a coset have the same syndrome as their coset
leades. since

5 = (g u.|Hr n,H"_ ! u.HT E_'HT

The way we have.
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@ All 2* elements of a coset have the same syndrome as their coset
leader. since

s= (g + v HT nJHT FwHT l:.Hr

& The 2* elements of & coset are the 2* solutions to the syndrome
equanions

& Each of the 2 ° coset leaders has a different syndrome. Hence,
theme is one-to-one cormespondence between a coset leader and a
syndrome

Created the standard array.
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Decoding of linear block codes

@ The _fu"

column of a standard array.
D= v, 0s+ v, @ +v, - 00 +w)

contains exactly one codeword

If you look at the jth column of the standard array it contains exactly one code word, it

corresponds to only one particular code word.
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# The _,l”' column of a standard array.

Di=lvi s+ v, 0+ 8 + ¥}

contains exactly one codeword
@ If r belongs to coalumn D,, then r is decoded into codeword W

@ i ¥, 15 the transmitted codeword, and the erfor pattern s a coset
leader g;, then r = w; # ®; is in column of ﬂJ which contains ;
{Correct decoding). o -

Now if they receive code word belongs to this column Dj then r will be decoded as code word vj,
so whenever r belongs to a set this we will decode this r as correspond to code word vj. So if vj is
our transmit code word and the error pattern is ei and if they receive sequence is in falls in the
column Dj then we would decode it as vj which is correct decoding. We would not make any

error, however if the error pattern is not a coset leader then.
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Decoding of linear block codes

# |f the error pattern is not a coset leader, then r is not in column O
(incorrect decoding)

@ Let's say the error patiern x caused by the channel = in fth coset
and and under the code vector v # 0. Then x — e; + v, and the
received vector is

r=%w+Ex=g+w+v=8+w

The received vector is in [0, and decoded as w,. which is not tha
transmitted code vector v,

r will not be in column Dj and in that case we will make an error in decoding, so let us look at an
error pattern x caused by a channel and it is in the L coset , so if it is in the L™ code coset we
are writing this as let us say this error pattern has ei corresponding to the error pattern ei +vi so in
that case if we are transmitting code word vj and we encountered this error pattern what we
would receive is vj + x this would be nothing but el + vi + vj, now what is vi + vj, vi + vj sum of

two code words is also a valid code word.

Let us call that code word as vs so now the receive vector is in partition Ds and in this case what
are we going to decode it as, we are going to decoded it as vs which is not same as the
transmitted code word vj so that is what I meant, if your error pattern is not a coset leader then r
would not be in the same column as D; if this would have been coset leader this would have been
just erand then receive sequence would have been just e1 + vj so this would have still remained in
the partition Dj and we would not have made a mistake okay. So if the error pattern is not a coset

leader.
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of linear block codes

& If the error pattern is not a cosst leader, then r 15 not i column D
(incorrect decading)

@ Let's say the error pattern x caused by the channel is in I coset
and and under the code vector v; £ 0. Then x = e; + v; and the
received vector is

r v

HtE=8+w+V¥

i &+

The received vector is in [J;, and decoded as v,, which is not the
transmitted code vector v, =

Then we are basically going to make an error.
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Decoding of linear block codes

@ If the error pattern is not a coset leader, then r is not in column D),
(incorrect decoding)

1t cosat
and and under the code vector v; # 0. Then x = ) + v; and the
receéved vector 1S

@ Let's say the error pattern x caused by the channel is in

F=¥,+X=8 W+ V¥V =8 +V¥,.

The received vector is in [, and decoded as v, which is not the
transmitted code vector v

# Therefore, decoding s correct if and only if the errar pattern is a
coset leader, and the 2" * coset leaders are all the correctable error
patterns.

So from this we can conclude that our decoding is going to be correct if and only if our error

pattern is a coset leader.
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of linear bl

@ |f the error patiern is not a coset leader, then r is not in column D,
(incorrect decoding)

@ Let's say the error pattern x caused by the channel 15 in !Lh coset
and and under the code vector v # 0. Then x = & + v; and the
racéned vector 1§

F=¥+X=8+Wi+V, =8 +%

The received vector is in [3,, and decoded as v,, which is not the
transmitted code vector L

@ Therefore dt-cndmg ® correct if and un[y if the errar pattern 1% a
coset leader, and the 2" * coset leaders are all the correctable error
parrarns

And how many such coset leader exists?
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g of linear b

s Y

@ If the error pattern is not 3 coset leader, then r is not in column O,
(incorrect decoding)

@ Let's say the error pattern x caused by the channel s in coset

and and under the code vector v; # 0. Then x = & + w; and the
recerved vector 15

F=V+X=B+W+V =8 +¥

I'he received vector 15 in LY, and decoded as v,, which 13 not the
transmitted code vectar v,

@ Therefore, decoding is correct if and only if the errar pattern is a
coset leader, and the 2" " coset leaders are all the correctable error
pattems

We have total 2" so this we call as correctable error patterns because whenever our error pattern
is a coset leader we are not going to make a mistake in decoding and hence we call these as

correctable error pattern.
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Decoding of linear block codes

@ To minimize the probability of error, the error patterns most likely to
happen should be chasen as cosst leaders

Now the next question to think about is how should we choose our coset leader? So clearly our
objective is to minimize probability of error so the error patterns that are more likely to happen
we should choose them as our error coset leader and what are those error patterns, these are the
error patterns which have least hamming weight so we start with first start with error pattern of
hamming weight one, if we run out of them start with hamming weight two, three like that

because they are more likely error pattern.
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Jecoding of linear black codes

@ [o minimize the probability of error, the error patterns most likely to
happen should be chasen a5 coset |eaders

@ For BSC, an errer pattern of smaller weight s mare probable than
an error pattern of higher weight

And we have shown that for a binary symmetric channel the error pattern with smaller weights

are more likely than error pattern.
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Decoding of linear block codes

@ To minimize the probability of error, the error patterns most likely to
happen should be chosen as coset leaders.

@ Far BSC, an error pattern of smaller weight 1s mare probable than
an error pattern of higher weight

@ Each coset leader should be chosen to be a vector of least weight
fram the available vectors

With larger hamming weight, so among a coset we should choose element which has basically

the smallest error pattern as our coset leader.
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oding of linear block codes

@ [o minimize the probability of error, the error patterns most likely to
happen should be chasen as coset leaders

@ For BSC, an error pattern of smaller weight is mare probable than
an error pattern of higher weight

@ Each coset leader should be chosen to be a vector of least weight
fram the available vectors
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@ To minimize the probability of error, the error patterns maost likely to
happen should be chosen as coset leaders.

@ For BSC, an error pattern of smaller weight is more probable than
an errar pattern of higher weight

@ Each coset leader should be chosen to be a vector of least weight
fram the availahle vectors

@ This way coset leader has minimum weight in its coset
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of linear block codes

@ [o minimize the probability of error, the error patterns most likely to
happen should be chosen as coset leaders.

@ For BSC, an error pattern of smaller weight i mare probable than
an error pattern of higher weight

@ Each coset leader should be chosen to be a vector of least weight
from the available vectors

@ This way coset leader has minimum weight in its coset

@ The decoding based on standard afray is minimum distance
decoding (i ML decoding)

And this decoding is basically also maximum likelihood decoding because we have shown
earlier that maximum likelihood rule for binary symmetric channel it basically chooses v in such
a way such that the hamming distance between r and v is minimized, so in other words we have

to choose an error pattern that has the minimum hamming weight.
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Decoding of linear bl

@ To minimize the probability of ermor, the error patterns most likely to
happen shauld be chosen as coset leaders.

@ For BSC, an error pattermn of smaller weight s more prabable than
an efrar pattern of higher weight

@ Each coset leader should be chosen to be a vector of least weight
from the available vectors

# This way coset leader has minimum weight in its cosst

@ The decoding based on standard array is minimum distance
decoding (ie ML decoding)

So that is also the maximum likelihood decoding.
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Decoding of linear block codes

h column, and
coset of the standard array. Then r is decoded s code vector v,

+ }\?.:.umc that the received vector r is found in the
Jt

lth

So suppose our received vector is found in the i™ column and 1™ coset of the standard array so in

that case because our received vector r is in i column we are going to decode it as vi.
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Deco

Now our received vector is in i column and

ding of linear block codes

th

caset af the standard array. Then r is decoded as code vector v,

& Aszume that the receved vector r s found in the " column, and

jth

@ Since r = & + v;, distance between r and v, is

dir.v;) = wir+v;) = wie + v +v) = wieg)

1! coset so the error pattern is e so our received

sequence is our transmitted code word plus error pattern, now let us try to find out the hamming

distance between our receive vector.
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Decoding of linear block codes

th

coset of the standard array. Then r (s decoded as code vector v,

8 Assyme that the received vector r s found in the 1" eolumn, and

Jth

a Since r = 8, + v, distance between r and v, i5

dir.v;) = wir+v;) = wie + v, + v;) = wley)

And this code vector viand hamming distance between receive vector and some other code word,
so when we try hamming distance between received code word r and this code vector vi we can
see hamming distance is nothing but number of locations where these two bits are differing, so if
we add r and v and then count the number of ones that would give us the hamming distance

between r and v.
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Decoding of linear block codes

th

coset of the standard array. Then r is decoded as code vector v,

# Assume that the recerved vector r s found in the i*" column, and

I|I:|'i

@ Since r = & + v;, distance between r and v, is

dir.v;) = wir+v;) = wie; +v; +v;) = wiegy)

So hamming distance in r and v is nothing but hamming weight of the vector r + viand what is r?

It is e1+viand plus viso this was nothing but weight of error vector.
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Decoding of linear block codes

@& Assume that the received vector r i found in the fth column, and
It ensst of the standard array. Then r = decaded as eade vector v,

@ Since r = & + v;, distance betwesn r and v; is
dir.v;) = wir +w) = wie; + v +v) = wie)

@ Now consider the distance between r and any other code vector, say
W

dir, v} = wir+v) = wie: + v +v ) = wie; +w)

where w, = v, + ¥

Next, consider now the hamming distance between r and any other code word let us call it vj, so
we are finding hamming distance between r and any other code word vj so that would be given
by weight of this vector r + vj, so r is nothing but ei + vi + vinow vi + vj sum of two code words is

another code word so this would be let us call that code word vs.
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Decoding of linear block codes

th

coset of the standard array. Then r s decoded as eode vector v,

@& Assume that the received vector ris found in the /' column, and

I|'l:|'l
@ Since r = & + v, distance between r and v, is
dir.v;) = wir+w) = wie + v +v) = w(e)

@ Now consider the distance between r and any other eode vector, say
LT

I dir.v;) = wir+v) = wie + v +v)) = w(g; +v,;)

where ¥, = ¥, + ¥,

So this will be weight of el + vs so what have we done so far, we found out that the hamming

distance between the receive code word and this code vector viis given by this.
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Decoding of linear block codes

h

coset of the standard array. Then r 8 decoded as code vector v,

& Assume that the received vector r is found in the /& column, and

fth
@ Since r = & + v, distance between r and v, is
dir.vi) = wir+ ) = wie; + v +w) = wieg)y

& Mow consider the distance betwesn r and any other code vector, say
¥

dir.v;) = wir+ v} = wie) + v, +v,) = wiey + v, )

where v, = v, + ¥;

And hamming distance between receive code word in any other code word which is not vi is
basically given by this, now el and ei + vs are going to be the elements in the same coset, right?

And if we choose €1 to be our coset leader which has minimum number of ones
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Decoding of linear block codes

h column, and
coset of the standard array. Then r is decoded as code vector w,.

@ Assume that the received vector ¢ is found in the £

fth

& Since r = & + v, distance between r and v, is
dir.v;) = wir+v) = wie + v +v) = wie)g

@ Mow consider the distance betwesn r and any other code vector, say
W,
dir.v)) =wir+v) = wle, + v, +v) = wler+v)

where vy, = ¥ + ¥

)

Then this would be less than this so we, our minimum distance decoding will decide in favor of

vi and not any other code word vij.
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Decoding of linear block codes

@ Since ey, and & + v; are in the same coset, and since
wiey) < wie + v ), it follows that

dir.w) < dir.v)

So as I said since e1 and e1 + vs are in the same coset and our coset leader has minimum hamming

weight, weight of this is less than equal to weight of this.
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Decoding of linear block codes

# Since e, and € + v; are in the same coset, and since
wiey) < wie; +v,), it follows that

dr.v) < dir.v)

Then this will always happen, in other words vi will be closer to r then any other code word vj to

r so this will be our correct decoding.
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Decoding of linear block codes

@ Since g, and & + v; are in the same coset, and since
wiey) < wie; +vy), it follows that

dir.w) < d(r.v;)

@ Hence if coset leader is chosen to have minimum weight in its coset,
the decoding based on the standard array is the ML decoder

So if we choose our coset leader to be the one which has minimum weight in that coset the
decoding basically based on maximum likelihood decoding will be basically a maximum
likelihood decoder, because maximum likelihood decoder for binary symmetric channel we have
said is the one which minimizes hamming distance between receive code word and the selected

code vector v, okay.
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coding of linear bl codes

@ Since €, and € + v; are in the same coset, and since
wi(e:) < wle +v,). it follows that

dir.w) < dir.v)

@ Hence it coset leader is chosen to have minimum weight in its coset
the decoding based on the standard array s the ML decoder
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Decoding of linear block codes

Summary
Step 1 : Compute the syndrome 3 = rH"
Step 2 : Find the coset leader & whose syndrome is equal to s.
Step 3 © Decode r into the estimated codeword

Umr+i

So now to summarize then, how do we do the decoding? We will first compute the syndrome
then each of these syndrome corresponds to one coset leader, so we find out the coset leader
corresponding to each syndrome and once we find the coset leader we add that coset leader
which is our likely error pattern to our receive sequence and that would be our estimated code

word.
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Decoding of linear block codes

@ Syndrome decoding can be implemented using a look-up table that
consists of 2" correctable error patterns (coset leaders) and their
correspanding, syndromes

%1 0 A | 'I]

5 -

T Wi

And this mapping from syndrome to error pattern basically can be implemented as a table look-
up, so which syndrome corresponds to which coset leader this can be implemented as a table

look-up.
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of linear block codes

@ Syndrome decoding can be implemented using a look-up table that
consists of 2" correctable error patterns (coset leaders) and their
corresponding syndromes

!1_ ﬂ L | ﬂ

-} * L]

iy * By

@ Syndrome decoding can also be usad to perform a combination of
arrof correction and error detection

Now we can use this syndrome decoding for both error correction and error detection and we

will give an example to illustrate this.
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Decading of linear block codes

@ Syndrome decoding can be implemented using 3 look-up table that
consists of 2" correctable error patterns (coset leaders) and their
corresponding syndromes

£ ﬂ ' im 'ﬂ

&2 ' L~

By ¥ By

@ Syndrome decoding can also be used to perform 3 combination of
error correction and error detection

@ Coset leaders corresponding to the lowest weight error patterns are
used for error correction. These are the most likely error patterns

Again basically as we said the coset leader corresponding to lowest weight error patterns are
essentially used for error correction and these are the most likely error patterns according to the

maximum likelihood rule.
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@ Syndrome decoding can be implemented using a look-up table that
consists of 27" correctable error patterns (coset leaders) and their
corresponding syndromes.

@ Syndrome decoding can also be used to perform 3 combination of
arror correction and arror detection

@ Coset leaders corresponding to the lowest weight error patterns are
used for error correction. These are the maost likely error patterns

2 Syndrome corresponding to higher weight [less likely) error patterns
are used to declare 3 detected error rather than for correction

Now we could use this standard array for both a combination of error correction and error
detection and we could, we are going to illustrate this point that we could use a syndrome

corresponding to higher weight error pattern for error detection rather than correction.
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Decoding of linear block codes

Example 3.2: Conmider a (6. 3) linear systematic code generated by

g 1 1|1 8 B
G 1 0 1|0 1 B P
1 1 Q|0 0 1
Its panty-check matrix is
1 0 0|0 1 1
H 01 0|1 01 Iy pT
00 1/1 10

So let us take an example to illustrate how we can use this standard array for error correction and

error detection. So this is our (6, 3) systematic linear binary code whose generator matrix is

given by this and parity check matrix is given by this.
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Decoding of linear block

Encoding:
(g, wy. k) o= (v, ¥y, va, iy, Iy, Do)
where
W L e
i = dpTm
v = in+

These are encoding equations.
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Syndrome lock-up table

Syndromes Correctable Error Patterns

(50, 51, 52) (8. 81,8, 89,8, 65)
] (Go0000)
{1o0) {(100000)
{o10) (010000
{oo1) {(no1000)
(011) {Booioa)
{101) (000O010)
{110) {000001)
{111) (100100)

This is a mapping of the syndrome to the coset leader.
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Decoding of linear block «

Coset Leader, w v Vv ¥y

(C0DQ0ODD) (011100) (101010) (110001)
(10o060) |(111100) (bo10i0) (010001)
(01000Q) (001100) (111010) (100001)
(0D1000) (0l10100) (L00010) (1L11001)
(000100) |(011000) (101110) (110101)
(000010) |(011110) (101000) (110011)
(do00OD1) (011101) (101011} (110000)
(LoD100) (111000) (0O01110) (010101)

@& Comectable error patterns: 7

So the first step involved in this is creation of standard array. And I believe now you know how

to create a standard array. The first step is.
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Decoding of linear block co

Coset Leader, v ¥ vy vy
(0oo0000) (011100) (101010) (110001)
(1o00o0) |(111100) (0o1010) (010001)
(010000) (001100) (111010) (LOOOQOI)
(001000) (010100) (100010) (L11001)
(000100) |[(011000) (101110) (110101)
(000010) [(011110) (101000) (110011)
(dooo01l) (011101) (101011) (L10000)
(L0O100) (111000) (001110) (010101)

& Comactable error patterns: 7

The first row of the standard array will be a set of code words. You are already given the
generator matrix so you can generate what are the set of code words. The left most entry in the

first row which is the row of code words should be all zero code words and then you can place.
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Coset Leader, v v v ™
(0DODOD) (011100) (101010) (110001)
(1ooooo) |[(111100) (001010) (B10001)
(010000Q) (boi1o0) (111010) (1L00001)
(001000Q) (d10100) (100010) (111001)
(000100) |[(011000) (101110) (110101)
(000010) |[(011110) (101000) (110011)
(000001) (011101) (101011} (110000)
(LoO100) (111000) (DO1110) (D10101)

& Comectable error patterns: 7
@ Detectable error patterns. 8

The other code words in any order. Now I could not fit in all the columns in one slide so I have

v1 to v in this slide and next I have.
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Coset Leader, v w Cs ¥y Wi

{opoooo0) |(110110) (101101) (011011) (00O111)
(100000D) (01D0110) (DO1101) (111011) (100111)
{01000 0) {iogiid) (111101) (00i011) (DiO111)
(DD 1 00D) (111110) (10101 [(D10D1Y) (DOFIT11)
(oo LDD) (L10010) (101001) (OL1L11lLl) (DOODOD11)
(000010) {1i0100) (101111) (011001) (0O0OD101)
(0D00D1) (119111) (101l1l00) (O11010) (OQOO110]
(LDO10D) (0loo1l10) (DO10O01) (lL1111ll) (10O0011)

vs to vsin the next slide okay.
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Decoding of linear block ¢

Coset Leader, w v " vy

(G000DQ) (011100) (101010) (110001)
(10oo00o) |(111100) (001010) (010001)
(010000) (001100) (111010) (100001}
(001000) (010100) (100010) (111001)
(opo100) |{011000) (101110) (I110101)
(dp0010) |(011110) (1010000 (110011)
(Go000D1) (011101) (101011) (110000)
(L00100) |(111000) (DO01110) (D10101)

@ Correctable error patterns: 7
@ Detectable error pattesns. 8
@ Undetected decoding errars: 49

Now, let me explain what I mean by correctable error patterns, detectable error patterns and
undetected decoding error. So out of these all possible error patterns which are the error patterns
that are correctly decodable? Now if you choose your coset leader to be the one which has the

least hamming weight.
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Coset Leader, w v " vy
(G000DQ) (011100) (101010) (110001)
(10oo00o) |(111100) (001010) (010001)
(010000) (001100) (111010) (100001}
(001000) (010100) (100010) (111001)
(opo100) |{011000) (101110) (I110101)
(dp0010) |(011110) (1010000 (110011)
(Go000D1) (011101) (101011) (110000)
(100100) (L11000) (001110) (D10101)

@ Correctable error patterns: 7
@ Detectable error pattesns. 8
@ Undetected decoding errars: 49

Which has the least number of ones, and if you make that error pattern as your coset leader then

you can correctly decode those error patterns. So let us look at each of these rows of course.
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ding of linear block co

Coset Leader, w v " vy
(do000D) (011100) (101010) (110001)
(100000) [(111100) (001010) (010001)
(010000) (001100) (111010) (100001}
(001000) (010100) (100010) (111001)
(opo100) |{011000) (101110) (I110101)
(dp0010) |(011110) (1010000 (110011)
(Go000D1) (011101) (101011) (110000)
(100100) (111000) (001110) (010101)

@ Correctable error patterns: 7
@ Detectable error pattesns. 8
@ Undetected decoding errars: 49

This corresponds to all correct code words. If the error pattern is this, these are the set of other

elements of the coset.
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Coset Leader, vy w v L Wi
{(oooo0o) |{110110) (101101) (011011) (00OLI1)

(LDOoaoo) (0lD110) (DO110D1) (111011) (100111
(0toooo0y |(100110) (111101) (001011) (D10111)
(ooniooo) |{111110) (100101) (010011} (DODIT11)
(goo100) {(110010) (i01001) (O1l1111) (ODOOODL1)
(G000 10) (ti10100) (101111) (011001) (0OO0101)
(0DO0001) (L10111) (101100 (011010) (DOOL110)
{(Llogl1o00) (o10010) (DO1001) (111111) (l0O0D11)

And you can see here, none of these elements have weight less than two, they are all like 3, 3, 5,

4.
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Decoding of linear block «
Coset Leader, w v vy vy
(00000D) |(011100) (101010) (110001)

(Toooonj |[(111100) (Boi1010) (010001)
(010000) |(001100) (111010) (100001)
(0oD1000) |(010100) (100010) (111001)
(0oo100) |(011000) (101110) {110101)
(0ooo10) |(011110) (101000) (110011)
(00000 1) (011101) (101011) (110000)
(loo1o00) |(111000) (001110) (D10101)

@ Correctable error patterns: 7
@ Detectable error patterns. 8
@ Undetected decoding errors: 40

And this has weight 4, 2, 2, so this is the minimum weight error pattern and this is hamming
weight one. So this error pattern is correctable, if this error happens this can be corrected. What

about this? Just look at other elements this has 2 ones, 4 ones, 2 ones.
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Comet Leader, vy W Vi ¥y i

(000000) (t10110) (101101) (D11011) (DODO111)
(10000 0) (010110) (DOXI1O01) (111011} (100111)
(01000 0) {io01i10) (1i11101) (@OO1011) (0ioilii)
(0D 1000) (t111310) (100101) (@10011) (DDTITT1)
(000 LODO) (L100L0) (l01001) (D11111l) (OODODOLIL)
(00001 0) (110100) (1013111) (011001) (0OO1I01)
(00D0OO1L) (I1l0111) (101100 (011010} (OODO110)
(LOOLODD) (olD010) (0DOlOOD1) (111111l (100011

3 ones, 5 ones, 3 ones, 4 ones. So clearly this has.
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Decoding of linear block co

Coset Leader, v | " v

2 3 Wi
(000000) |(011100) (101010) {(110001)

(1oooo0) |(111100) (0olo1o0) (p10OO1)
[{oio0o00] |(oo1100) (111010) (100001)
(boloooy |(010100) (100D10) (111001)
(000100 ((011000) (101110) (110101)
F000010)~-|(011110) (101000) (110011)
000001} (011101) (101011) (L10000)
(L1o00100) |(111000) (001110) (010101)

@ Correctable error patterns: 7
@ Detectable eror patterns. 8
& Undetected decoding errors. 49

Only one, one rest others all have weight two or more. So if this is the error pattern and we make
this as coset leader this is also correctable. Similarly, we can see from other rows also this single
error pattern is correctable, this single error pattern is correctable, this is correctable, this is
correctable, these are all correctable patterns. So when I talk about correctable patterns
essentially I mean if you get this, this, this, this, this, this, of course there is no error case which
also I am counting in correctable pattern. So these seven patterns if these are the error patterns

then it is correctable. So these are the seven correctable patterns.
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Coset Leader, v v vy ™

(00O00O00p |(011100) (101010) (110001)
(100000} |(111100) (001010) (010001)
[(010000] |((001100) (111010) (100001)
(0olo000fy |(D10100) (100010) (111001)
(000100); |(011000) (101110) (110101)
Foooo10)| (011110) (101000) (110011)
(Doopo1y |(D11101) (101011) (1L10000)
(Loo100) (111000) (001110) (010101)

@ Correctable error patterns: 7.
@ Detectable error patterns: 8
& Undetected decoding errors: 49

Now what happens here, this error pattern has weight two, this has three, this has three, this has

three.
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coding of linear block codes

Coset Leader, w vy iy Lo Vi

{000000) (110110) (101101) (D11011) (0DOO111)
(L0000 0) (010110) (001101} (111011) (1O0QL11)
(010000) (100110) (111101) (DO1O011) (D10111)
(ool1ooo) [{(p11110) (100101) (D10011) (OD1111)
{000 100) (Li00L0) (LO1l001) (Ol1l11l) (DOOODLIL)
(0o0010) (t10100) (101111) (011001} (0OOL1O01)
(dD00D1) (110111) (101100) (011010) (0OO110)
(LDO100) (0lo0010) (0D01001) (111111} (1L00D11)

Oh this has two. So this has two, this also has two, this also has two, so in this last row my coset

leader is no longer the error pattern with lowest hamming weight.
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Comet Leader, v " v ¥ L]

{(opoooo) |{(110110) (101101) (011011} (DOD1I11)
(L0000 D0) (fo1o110) (0O1101) (111011} (100111)
{010000) (100110} (111101) (GO1011) (010111)
(bo1ooD) |(111110) (10D101) (010011} (DD1111)
(000 100) (L10010) (LD0LO0OL1) (OL1L11) (DOODOLI1)
(00041 0) (1106104) (101111) [ﬂllﬂﬂllh (00D101)
(0D000D1) {110111) (101100) (011010) (DCOO11Q)
(103 100) {010010) (L111111) (100011)

(0D1O001)

There are two other error patterns which also have hamming

situation

weight two okay. So in this
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Coset Leader, v vy ™ ¥
(000000) (110110) (10i1101) (pii1011) (DOO1I1D)

iy

(LDDODD) (010110) (DOX1101) (1L11011) (lO0OD111)
{otoo00) |{100110) (111101) (001011) (D1O111)
(ool1o00) |[{(111110) (100101} (010011) (DO1111)
(dooLDD) (Li0010) (101001) (ODL1111) (DOOOL1)
(000010) |{110100) (101111} (011001} (0OOD101)
({00000 1) {110111) (101100) (011010) (0OD110)
{(1L0D100) {(0l10010) (OOl001) (111111l) (lL0D0011)

When my syndrome is pointing to this coset I would not be able to do error correction, why,
because I know this could be a likely error pattern, or this could be a likely error pattern, or this
could be a likely error pattern, and they are all equally likely. Because here two bits got flipped,
here two bits got flipped, here two bits got flipped. So any of these three patterns are
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Coset Leader, w e " vy
(000000} |(011100) (101010) (110001)
(Tooooo0) |(111100) (001010) (010001)
.[ﬂl.ﬂﬂli]'ﬂ: (001100} (111010) (LOOOO1)
(0D1000)% (010100) (100010) (111001)
(6ooioo0) [(011000) (101110) (110101)
F{oooolay-| (011110} (101000) (110011)
[000001% | (011101) (101011) (110000)
'{Tl_ﬂ'mﬂb |(L11000jp (001110)p (010101)p ]

a Corectable error patterns: 7
@ Detectable error patterns. 8
& Undetected decoding errors: 49

Equally likely in my, in this case. So whenever syndrome points to this coset I cannot do error
correction. However I can detect error why, whenever it points to this row I know there is an
error. Because syndrome is non zero, but I do not know what is my error. So that is why I call it
as detectable error pattern. So what are those detectable error pattern, this is our detectable error
pattern. This is my detectable error pattern, this is my detectable error pattern. Maybe I can use a
different this in color so I use red, these are my detectable error pattern. These are my detectable

error patterns. These are four of them and then
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Coset Leader, v [ ¥ ¥ ¥
{000000) (110110) (101101) (D11011) (DOO111)
(100000) (010110) (0O1101) (111011) (lo0O0111l)
(010000) fioo110) (111101) (0OL1O11) (01D111)
(ooiooo) |(111110) (100101) (DI0D11) (DOTI111)
(000 L00) (LiDdil0) (L01001) (DLLL111l) (DOOODLL)
{on00i0) {110100) (101111) (011001) (0OOD101)
(o0oooD1) (110111) (101100} (011010) {(00D110)
(100100)

Remaining four are these.

Uu_i' goio)

(0Dl1O01)

(111111)

(lo0011)
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Coset Leader, w w " ™
(00000Qp |(D11100) (101010) (110001)
(100000) |(111100) (001010) (010001)
[{010000] (0o1100) (111010) (LO00OO1)
(001000} ((010100) (100010) (1L11001)
(600100), | (011000) (101110) (110101)
F000010)-|(011110) (101000) (110011)
E'UUDUE (011101) (101011) {(110000Q)
_'{tru-:ﬂ'_ﬁnp (L111000)p (DO1110)p (010101)p |

-

@ Correctable error patterns: T
& Detectable error patterns: B
& Undetected decoding errors: 49

So these are my eight detectable patterns, error patterns. Now let us use a different color pen,
what about these patterns which have been left out, this, this, this like other error patterns. What

happens to them?
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Decoding of linear block

Coset Leader, w vy 1 ¥y Wy

(00000D0) {ii0110) (i01101) (Gi1i10i1) (0OO111i)
{To0000) |(010110) (0Q0l101) (L11011) (10011l
(010000} |{100110) (111101) (DOtOi1) (D1O111)
(oo1000) (fir1110) fiodTo1) (oroo11) (DO11I11)
(booioo) |(1i0010) (I0f001) (D11Lk11) (DOOOLI)
(po0010) |(110100) (101111) (011001} (0OO1O0T1)
{fooooo1) ((110111) (101100) (011010} (000110}
{100100) [{ﬁﬁ'ﬂmn (@oLoo0l) (111111} (100DO011)

These are red pen let us say if this error pattern happens what is going to happen. If this happens

I am not able to.
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Coset Leader, w w v va
(000000} [(011100) (101010) (110001)
(1oo000y |(111100) (001010) (010001)
[{010000] ((001100) (111010) (100001)
(001000 |(010100) (100010) (111001)
(000100) |(011000) (101110) (110101)
F{0oo0o010)~|((011110) (101000) (1L10011)
{000001% [(011101) (101011) (110000)
— u[u‘trﬂfiub (111000)p (001110)p {(010101)p ]

a Correctable arror patterns: T

@ Detectable error patterns: 8.

@ Undetected decoding errors: 40

Detect these error pattern, why?
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Decoding of linear block cc

Coset Leader, w 1} ¥ ¥ L

{ono000a) f110110) (101101) (011011} (0O0DO111)
(100000) ||(0ioll0) (001101) (111011) (100L111)
(010000) ||(100110) (111101) (001011} {(D1O111)
(oo o00) (1111100 (i00101) (DI1OD11) (OOTIT11)
(ooo1o00) |(lioo010) (1010OL) (OL1111l) (0OOOL1)
(000010) {110100) (101111) (B11001) (0OO0101)
(ooooo1) [{110111) {101100) (01101d0) (000110)
(100100) [{um‘nlm (001001} (111111) (LOOOL1)

Whenever this error pattern happens this is hamming weight three, its coset leader was already
hamming weight one. So whenever these error patterns happen, whenever these error patterns

happen I am not able to detect.
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Decoding of linear block codes

Coset Leader, w |I W Wy A

(000000p |{(D11100) (101010) (110001)
(100000} |(111100) (D01010) (D10001)
(010000} (001100) (111010) (100001)
(001000} [[(010100) (100010) (111001)
(Goo0io00) |[(011000) (101110) (110101)
Fiooo10) | (011110) (101000) (110011)
000001} L(011101) (101011) (110000)
-[[l_[]'mtlp [(111000)p (DO01110)p (010101)p |

@ Correctable error patierns: 7
& Detectable error patterns: 8.
@ Undetected decoding errors: 49

Any of these error patterns why? Because whenever any of these error patterns happen any of
these error patterns happens I have already taken decision in favor of these coset leaders.
Because it is less likely to get this error pattern than this. So these set of 49 error patterns, if any
of these error patterns happen then I am going to make a mistake. This will result in undetected
error, because whenever any of these error patterns happen I would have assumed that the error

pattern was this. So this would result in undetected error probability.

So through this example essentially I have illustrated how we can use this standard array for
error correction and error detection. So in summary we would like to make our coset leader as
one having minimum hamming weight, minimum number of ones. And whenever we get an
error our syndrome will be non zero, the syndrome will point out to a particular coset or a row of
this standard array, and we will if the coset leader has the minimum number of one’s then we

will pick that coset leader as our likely error pattern. And we are going to.
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_,'I'n-u'.;-u;:'||||__lJ of linear block codes

Coset Leader, v v " va
(00D0D0O) (011100) (101010) (110001)
(100000) |(111100) (d0i010) (010001)
(010000) (001100) (111010) (L0000 1)
(001000) (010100) (100010) (111001)
(000100) |(011000) (101110) (110101)
(000010} |(011110) (101000) (110011}
(DO0DDOD1) (0l11101) (101011) (110000)
(100100) (111000) (001110) (010101

a Corectable error patterns: 7
@ Detectable error patierns. B
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Decoding of linear black codes

Syndrome look-up table

Syndromes Correctable Error Patterns

(50. 5. %) (B, 8. 82, 83, 8. 8 )
(000} (D0DDDO0D)
(1o0) (LDDODO)
(010) (010000)
(ono1) (001000)
011) (DoDD100)
(101) (000DD10)
{110) (000001)

(111) (100100)
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Decoding of linear b

Encoding

(. 1, wz) = (W 1. va. 0. oy, )

where

Wi = I+ Uy

va |
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Decoding of linear block

Example 3.2: Consider a (6, 3) linear systematic code genarated by

i]11|].|:l{i
G=|10 1|0 1 0|=[P1
1 1 0j0 0 1
Its parity-check matrix is
1 00011
H=|0 1 0(1 0 1|=[h P
00 1|1 10
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& Syndrome decoding can be implemented using a look-up table that

correctable error patterns (coset leaders) and their
corresponding syndromes.

consists of 2

L3 l] Y . D

83 = L=

| . b Bgees

@ Syndrome decoding can also be used to perform 3 combination of
errof correclion and error detectan

@ Coset leaders corresponding to the lowest weight error patterns are
used for error comrection.  These are the most likely error patterns
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Decoding of linear block codes

Summary
Step 1 - Compute the syndrome 5 — rH"
Step 2 . Find the coset leader & whose syndrome is equal to s
Step 3 © Decode r into the estimated codeword

Vo=@
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@ Since &, and & + v; am in the same coset, and since
wie;) < wie + v, ). it follows that

dir.w;) < dir.v;)

@ Hence o coset leader 1§ chosen o have mimmum weight in it cosst,
the decoding based on the standard array 15 the ML decoder
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Decoding of linear block «

Summary
Step 1 - Compute the syndrome 5 — e
Step 2 . Find the coset leader & whose syndrome is equal to s

Step 3 © Decode r into the estimated codeword

Vo=@

Decode it by picking that likely error pattern, adding it to our receive code word and that would
be our estimated code word. So with this I will conclude this decoding of linear block codes.

Thank you.
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