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Today in this lecture we are going to describe what we mean by generator matrix and parity

check matrix, so we will continue our discussion with introduction to linear block codes.
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Lecture #2: Introduction to linear block codes, generator matrix
and parity check matrix

We will first describe, what is a generator matrix and what is a parity check matrix and how are
they related, so as we described in the last class an encoder for a linear block codes what it does

it takes a block of k bits and maps it to the two end bit.
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Linear block codes

& An (n.k) linear block code can be defined by a k = n generator

rridirns
B Boo 8o, Boz * o1
51 £1.0 [ {151 12 Ein-1
G= = :
Ei-1 1o Ek-11 Ei-13 Ei-1.0-1

Now the matrix we can use a matrix k x n matrix to define this mapping from k information bits

to n coded bits and this matrix is basically our generator matrix.
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Linear block codes

@ An (nk) linear block code can be defined by a k = n generator

mdfres
g guo &0, 80,2 &ba—1
£ Ko 1 hz £
G = ~
Ei-1 1o Ee-i1 Ee-13 Hi-10-1

For a so for an (n, k) linear block code the mapping of k information bits to encoded bits is

defined by this generator matrix G which is of rank k so if we denote the information bits by u.
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Linear block codes

@ An (n.k) linear block code can be defined by a k = n generator

gt \E{{H— 1%&’51'_\
[ 2 Eon §|J_l j’ﬂ B n-1
K] 1o i £z £1n-1
L= -
| Ba-1 Be-10 He-11 Ki-12 Bi-1 -1

And we denote our coded bits by v then we can write v is u times G, where our u is 1 x k vector
and this is, generator matrix is k x n matrix and our output coded bit is 1 x n vector. So as the
name suggest basically generator matrix is used to generate our code word so we generate our
code words using this generator map matrix and this generator matrix gives the mapping between

the information bits u to the coded bits v, so how do we find code words?

We find code words by taking linear combinations of rows of these generator matrix, in case of
binary codes so then these entries in the generator matrix are either zero or one depending upon
which bits are used to generate a particular coded sequence. So we form a set of 2k code words

by taking linear combinations of rows of these generator matrix.
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Linear block codes

& An {nk) linear block code can be defined by a k = n generator

mdiro
&i Eoo Eo.1 &o.z o1
[ 41 Ko fi Nz fin1
G = =
Ei-1 Bi-1p Ek-11 Ei-13 Ee—1a-1

@ The set of 2" binary codewords is formed by taking the linear
combimations of the rows of G
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Linear block «

So we can, as I said we can write our coded sequence as u times G which is basically linear
combination of rows of the generator matrix. So these are basically linearly independent k rows

and the rank of this generator matrix is k, since we are without loss of generality since we are

@ An (n,k) linear block code can be defined by a k = n generator

rmaftrin
- Eoo &o.1 Enz B0 p—1
[ A1 o 1 iz Hin-1
G = =
Ei-1 1o Ee-11 Ee-12 Ee-1n-1

# The set of 2* binary codewords is formed by taking the finear
cominnations of the rows of G,

@ For the binary information sequence u= {uy. ty. -+ , Ug—1 ), the
corresponding binary codeword sequence s green by

v=ul= wgy + hg + bl yBe-1 [modulo-2)

talking about binary linear block codes.
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@ An (n.k) linear block code can be defined by a k x n generator

mgfres
& Boo Eo.1 Enz B0.m—1
K fip . Kz a1
L= —
Ei-i Ei-18 Hi-i1 Hi-13 Hi—-i0-1

@ The set of 2° binary codewords is formed by taking the finear
comibunations of the rows of G.

@ For the binary information sequence u= (up, .-+ , 1), the
carrespanding binary codeward sequence 15 Even by

v=ub=mg+mg + -+t g1 (modulo-2)

So we will be doing this addition modulus — 2.



(Refer Slide Time: 03:42)

Linear |'_'Il|-.:||:|-'. :|::.Ij

@ The sum of any two codewords in 4 linear code 1 also 8 codeword,
ie, if vy and vy are codewords, then vy + w1 5 3 codeword

So what are the properties of a linear block code? Sum of any two code words in a linear code is
also a valid code word, so if vi and vz are valid code words then vi+v2 will also be a valid code

word.
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@ The sum of any two codewords in 4 linear code 5 also & codeword,
e, if Wy and ¥y are Comewords, then W) + Wi 15 3 Codewnrd
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Linear block codes

& The sum of any two codewords in a linear code 5 also a codeword,
re, if ¥y and ¥ are codewords, then vy + w2 15 3 Codeword

@ The 3l zera vector 0= (0, 0, ---, 0) = 2 codeword in every linear
coile

Also an all zero code word is a valid code word in any linear block codes.
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@ The sum of any two codewords in 2 linear code is also & codeword,
pe, if Wy and vy are codewords, then ¥y -+ ¥ 15 3 Codewond

& The 3l pere vector 0= (0, 0, ---. 0) 5 5 codeword in avery linear
code

@ An (n, k) linear block code is a3 k-dimensional subspace of the vector
space V', of all hinary n-tuples

So we can define a linear block code (n, k) linear block code as a k dimensional subspace of
vector space Vn of all binary n — tuples so we can define a linear binary block codes as a k

dimensional subspace of vector space Vn of all binary n — tuples.
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Linear block codes

Example 2.1: Lot k — 3 and pn — 6. The table gives 3 (6, 3) linear block

code
Messige Codewords
(. g, ) (v, vy, v . W, 1)
{000) [000000)
{100) (011100)
{010 [101010)
{110) (110110)
{0o1) (110001)
{LO1) {toi1101)
{o11) (011011)
(111) I'EIDI].'lllj

Now let us take an example to illustrate what is a generator matrix, so in this example we have

considered.
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Linear block codes

Example 2.1 Lat & — 3 and a = 6. Tha table gnes a (6, 1) linesr black

code
Message Codewnrds

(oo 0a) ()
(0 00) (000000
(100) (011100
010 (101010)
(110) (L10110)
(001) (110001)
(101) (101101)
(011) (011011)
(111} [UDDllll

Three information bits and six coded bits and in this table I have given you the set of eight
information sequences and their corresponding code words, so how do we find the generator
matrix in this case? So we will have to look at each of these code bits and see how are we

generating these code bits in terms of message bits uo, ui and uz.
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Linear block codes

Ezample 2.1: Let &k = 3 and n = 6. The table gives a (6.3) linear block

Cole
Massage Codewards
(o, oy, o3} (g vy, v v v Vs )
{000) [pooooo)
100 {011100)
(0 10) (101010)
{110) (110110)
{001) (110001)
(1G1) (101101)
{011) (011011)
{(111) (000111)

So first thing we are going to do is, look at each of these code bits vo, vi, v2, v3, va4, vs and write

them in terms of uo, ui, u2, okay so let us look at each of these.
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Example 2.1 {r.l:mtd } We ean wnte the eoded bits in terms af
information hits as follows

w o= i
Ell Iﬁ'_| L
o= g+
B = Iy
Wy iy
- 1 i

Bhn Ho3 Boz Hoa Ené  Eos
[vov v va v wl=ln in 0] | @a0 B2 Bz B3 Ha Eis
Do Bl D By Da @5

So vo is urtuz.
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Linear block co

Ezample 2.1: Let k — 3 and n = 6. The table gives a (6,3) linear block
ciosle

Ml essage Codewords
(ug, g, a) (v, vy, v v, Ve, )
(00 0) (DOGOOD)
(1L00) (011100)
(0 10) (101010)
(110) (1140110)
(001) (110001)
(101) (1011061)
(011) (011011)
{111) (00D111)

We can see easily vo is this column and we can see this is same as ui+uz, so ui+uz in this case is
zero, uituz is zero, 1+0 is 1, 1+0+1 is 1, 1+1 is 0 modulo 2 and 1+1 is zero modulo 2, so this vo

is basically given by ui+ua.



(Refer Slide Time: 06:17)

Linear block codes

Example 21 (contd ): We can write the coded bits in terms of
information hits as follows

W = Ty
¥ 1] iy
B = Wg+in
n = Iy
Wi by
5] i

[ Sbo @i M3 @3 B4 Bs
[a v vy v wl=[th th o] | Br0 Br1 $12 B3 Brs His
B B R Bl Da Bs

Similarly we can see vi is given by uotuz and vz is given by uo+tui.
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Linear block codes

Example 2.1: Let k — 3 and n — 6. The table gives a (6.3) linear block

code
Message Codewords
(oo, oy, o3} (v Vi, Vo, V0 Ve V)
{000) [oooooaq)
{1 00) (011100
{010) (101010)
{110) (110110)
(001) (110001}
(101) (101101)
(011) (011011)
{111) (DD0111)

So let us just check and say v2, v2 we can see is given by, vz is given by uo+ui.
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Linear block

Example 21 (contd ): We can write the coded bits in terms af
information hits as follows

W i iy
Vi o= g+ iR
i = Iy
¥y iy
v iy

g0 Eby S0z o3 B4 s
o Six Bz Hia Fia Nis
o R B BY Dy DS

7

o vow v ow w]=[w n
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Linear block codes

Example 2.1: Lat k — 3 and a— b The table grees 3 (6, 3) hinear block

Coihe

Message Codewords

g, oy, ) (v, vy, e, e, )
(0oo) [Do0000)
{100) (011100)
{010) (101010)
{110) (110110)
(001) (110001)
{101) (101101)
{011) (011011}
{111) (boo111)

You can check vz is given by so uotui, 0+0is 0, 1+0is 1,0 +1is 1, I+1is 0,0+ 0is 0, 1+0 is 1,
0+11is 1 and 1+1is 0.
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Linear block codes

Example 2 1 {eontd_ |- We can wnte the coded bits in terms of
information hirs as follows

W = hTip
¥ i 1
2 = mTin
¥g = g
¥y iy
Ve i

Eoo Ena H02 Hoa Eba  Eos
v vy v wlj=[w m ]| ro &1 H12 B2 B B
S0 B B2 B3 Ba 05

Similarly we noticed that v3, va, vs are nothing but information bits uo, u1, and uz respectively.
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Linear block codes

Example 2.1 Let k = 3 and n — 6 The table gives a (6, 3) linear block

e

COde

Message Codewards

g, by va) (v, v, Ve, vy, W, )
{0 0 0) (DDGOOO)
(100) (011100)
(010} (101010)
(110) (110110)
{001) (110001)
fLo1) (101101)
(011} (011011}
(111) (000111)

So let us go back, vs is this column and we can see this is same as uo, 01, 01, 01, 01, similarly v4

is equal to ur and vsis same as ua.
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Linear block codes

3

Example 2.1 (contd |- We can wnite the coded bits ih térms of
infoemation hits as follows

Vi = U L
v g + i
Vi o= g+ i
i = g
Wi i
Vg i

@m0 @3 S Mo Ba B
,I\-'r. Vi Vp Wy W “‘1| ';lf-:l iy I':] o K1 E1x K1 Eia B
By R B BY Ba Bs

So now we have written our coded bits in terms of our information bits, this set of six equations I
can write it in a matrix form so I can write my coded bits in terms of information bits and this
matrix G which is our generator matrix will tell us how are we generating each of these coded
bits as a linear combination of these information bits, so if we compare each equation let us look

at vo.

So what is vo? Vo is uo goot u1 gio+ u2 g20 and what do we see here? vo is ui+uz so that means goo
is 0 because there is no uo term here, gio is 1 because there is a ul term here and g0 is 1 because

there is a u2 term here, so this will be 0, 1, 1.
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Linear block

Example 2 1 (eantd |- We can write the coded bits in terms of
information hits as follows

W = mTm
¥ iy +
W = w+in
Wi = Wy
¥ i)
I."S i

Eud Eail o3 H0a Eo4 Eos
[ ¥ & & w]=ltn ih o] | 1ol Bria 12 12 Hrs Bis
B0 B2y B2 B33 B RS

Similarly look at vi, vi is uo goi+ u1 gn+ w2 g21 and if we compare it with vi here we see vi is
uo+u2 that means this go1 should be 1, gi1 should be 0 and this should be 1, likewise we build up

the other columns of this matrix.
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Linear block codes

A generator matrix for this code =

011100
1 01 010
110001

The codeword for the message w — (1 0 1) is

L
Bi
B

v = u-G
l1-(d11100)+0-{101010)+1-{(110001)
(011100)+ (000000} +{11000D1)

= (101101)

So if we do that what we get is something like this, we can verify basically let us take second last

column.
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Linear block codes

Example 21 (contd. ) We can wnte the coded bits in terms of
information hits a5 follows

W = Iy + Ly
] i) i
2 = W+
B = iy
] ity
5 L

gbod Eoal by Hoy Eoa S0s
!‘"b L - ] '-".l=!l-"-:l h l':] fial Eia Bazx K1 Bis Eis
20 £y B22 B3 B D5

So what is v4? V4 is uo times go4 + u1 times gi4t+ u2 times g24 and what is v4? Va4 is ul so then this

should be 1 and this should be 0 and this should be 0 and this is what we have.
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A generator matrix for this code is

& D I1310D0D
G B 1 01010
& i 10001

The codeword for the message u— (1 01) is

v = u-G
= 1-(011100)+0-(101010)+1-(110001)
(011100)+(0D000O0)+(110001)
= (101101)




Zero one zero, so now we can basically find out the generator matrix. So a linear block code is
completely describe by a, it is generator matrix and as we said we can use the generator matrix to

generate our code words for example if my
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Linear block codes

A generator matrix for this code is

& o 1 1100
G -4 1 010 1§10
E: |11 0 001
The codeword for the message u — (1 0 1) is
o
v = u-G
1-(011100)+0-(1830T10)+1-(110001)
(011100)+(000000)+(11000D1)

= (L01101)

Information sequence is one zero one, what should be my corresponding coded bits for the
information sequence one zero one, how do I find that so as I know my output code word is
basically u times G so I will take linear combinations of rows of my generator matrix. What are
the rows of my generator matrix, these are the three rows of my generator matrix, so my coded
bit corresponding to this information sequence would be one times G zero plus zero times G one

plus one times G2.

So that is what I have written here this is one times G zero, zero times G one plus one time G2 so
this is basically zero, so what I have is then this plus this right, so let us look at 0 plus 1 would be
I, 1+1 would be 0, 1+0 is 1, I+ 0 is 1, 0 + 0 is 0 and O plus 1 is 1, so my code word

corresponding to this information message bits information bit is given by 1 0 1, 1 0 1 okay.



(Refer Slide Time: 11:56)

L ]
B | ——

Linear block codes

& An (n.k) linear block code is in systematic form, if its generator
matrix is in the following form

G = [P.L]
Po.o Po.1 Po 1 1 00 o
PLo Py Plo-a-1 01 0 0
Pro P - 001 i ]
Pi-1o0 Pa-1.1 Pi~1a—4-3 ([0 0 D 1

Now what do we mean by a linear code in systematic form? Now if we are able to, among the
coded bits if we are able to separate them out into, if the message bits appear directly in the

coded bits sequence then we can separate out the message bits from the parity bits, for example.
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A generator matrix for this code is

" 011100
G g 101010
g 110001

The codeword for the message u — (1 01) s

v

v = u-G
T = 1.(011100)+0-{L940T0)+1-(110001)
(011100)+(000000)+(1100D01)
= (101101)

Go back to this example.
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Example 21 [contd. ). We can wnte the coded bts i terms of
information bits as follows

Eoad Enal Soy B0 Boa4  BOS
[ wvwwwwl=luwmw]| o Buedz 83 Bis His
Bop Sy B2 By Ba B

What do we have here, we have 3 of these coded bits exactly same as information bits and the
other 3 bits parity bits are linear combination of this message bits, so from the output code word
we, we can clearly separate out the information sequence which is in this case we given by V3,

V4 and V5 so in this case V1, V2, V3 are these N — K parity bits.
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Example 21 [contd. ). We can wnte the coded bts i terms of
information bits as follows

'.gu-n 8nat &b S0 Eb4  BDS
=“t L S I '".L=ﬂl'-'\:| th U:] 1o} Brag E1z2 £13 K1a Kis
20| fryy 22 B3 Ba &3S

And V3, V4 | V5 are my information bit, so in this particular example we can see that we are

able to separate out information bits directly from the coded bits, so in a systematic, a block
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A generator matrix for this code is

B g 111009

G El 1 0 1 010

B 1 1 0001
The codeword for the messagew— [101) =
= s

v = uw-G

- 1-(011100)+0-{LO+T10)+1-(1L10001)
{(011100)+{000000)+(110001)

= {101101)
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@ An (n k) linear block code is in systematic form. if its generator
matrix is in the following form

&= Pl
Poo Po.1 P n—5—1 1 0 0

Pro PLi P k-1 010 0

= Pio P2 BYn—i—) T B | 0
Pu-1o Pi-11 [ T | 000 1

Code in a systematic form we are able to separate out the information bit part from the coded

bits, so a generator
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Linear block codes

@ An (n.k) linear block code is in systematic form. if its generator
matrix is in the following form

L

G = ;P@ Ry
Poo Po.i Bo k1 1. 0 0O 1]
Pra Pii PLis=l=1 D1 0 i}
- P1o [ P2 i—} ool ]
Pi-10 Pe-1L1 Pi-1a-a-1 |0 O O 1

Matrix for a linear block code in systematic form will be of the form like this or it would be
basically I times I K times something of this, either of this one, now why do we say that? So only
when we have our a part of our generator matrix of the form of identity then what is going to
happen, when we multiply our information sequence with this sort of generator matrix you will

S€C
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@ An (n.k) linear block code is in systematic form, if its generator
matrix is in the following form

E= Pl
Poo Po.i Po.s—&—1 1 00 0
Pro Pii PLa-k-1 010 0
Pro P P2 == | 0ol o
Pi-10 Pi-1.1 Pi- ) a—ii—1 o0 oo 1

@ Every codeword consists of two parts 2 message part and a parity
check part

Part of my coded bits will just depend on one particular information bit sequence, so if I write
down the corresponding equations for coded sequence what you will see that some coded bits
directly depend on the message bits and then rest R which are parity bits are linear combination

of these message bits.
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@ An (n.k) linear block code is in systematic form, if its generator
matrix is in the following form

G = [P L
Po.o Pa.i Pos—&—1 1 0 0 0
Pro Pii PLa-k-1 010 0
- Pro P Pas—i—} 0ol 1]
Pi-10 Pi-1.1 Pi- ) a—ii—1 o0 oo 1

@ Every codeword consists of twa parts: a2 message part and a parity
check part

So in a systematic form basically we can separate out the message part from the parity bit part,

so as I said



(Refer Slide Time: 14:49)

=] T L & =]

R [TTTTTTTEn

il = r]

@ For systematic linear block code, the message parn consists of the &
unaltered message bits, and the parity check part consists of n — &
parity check bits

For a systematic linear block codes the message part will consist of the K information bits and

the remaining N — K bits which are
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@ For systematic linear block code, the message part consists of the k
unaltered message bits, and the parity check part consists of n — &
panty check bits

# The encoding equations for a systematic code are given by [ parity
check eguations:)

¥j = P+ thhg bth—gPi-yy B0Efsn-k-1

[message its )

Voo deis 0= i<k 1

The parity bits basically they will be linear combination of these message bits, so we can write
down the encoding equations for these matrix’s for these, for systematic code. So if you look at

what is our encoding equation, our V is U times G where G is a form like this, okay.
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g a0 smanlesnh =
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@ For systematic linear block code, the message parn consists of the &
unaltered message bits, and the parity check part consists of n — &
parity check bits
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& An (nk) linear block code is in systematic form, if its generator

matrix is in the following form
W= G U
G = [P.I = Lot -~ Yz
Po.o Pa.1 + B0, k=1 1 00 0
Pio Pri Pl w-i ‘EI 1 0 ]
- Pro P P2 = i—1 001 0
| -
Pa-10 Pe-11 Pa—ja—i—y |0 O O 1

# Every codewnord consists of tan parts 3 message part and 3 parity
check part

So if we write U which is basically U (0) U (1), UK — 1 times this G matrix what we will get.
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g a0 smanlesnh =
N e [T T T T Y Tl

@ For systematic linear block code, the message parn consists of the &
unaltered message bits, and the parity check part consists of n — &
parity check bits

Is a form.
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Linear block codes

@ For systematic linear block code, the message part consists of the &
unaltered message bits, and the parity check part consists of n -~ &
parity check bits

# The encoding equations for a systematic code are given by {parity
check eguation=:)

¥ = P+ oo+ - Py 02 i e—k—1

[message bits: )
Vo_bri=ti,0 =i =< k—1

@ Each parity bt w0 < j < n—k — 1. 5 3 (module-2) sum of certain
message bits.

Like this so you will have N- K parity equations, parity check equations which are given by this
expression and then you will have remaining K unaltered message bit, so for a linear block code
in a systematic form the encoding equations will be of this form, and as I said since we are
restricting ourselves without any loss of generality to binary code words this addition is

basically.
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@ For systematic linear block code, the message part consists of the &
unaltered message bits, and the parity check part consists of n -~ &
parity check bits

# The encoding equations for a systematic code are given by {parity
check eguation=:)

¥ = P+ oo+ - Py 02 i e—k—1

[message bits: )
Vo_bri=ti,0 =i =< k—1

@ Each parity bt w0 < j < n—k — 1. 5 3 (module-2) sum of certain
message bits.

Done modulo-2, so what we have seen so far is we can describe a linear block code by its
generator matrix which is a K cross end matrix, and we can use this generator matrix to generate
our set of code words. Now there is another matrix which we call parity check matrix which is
related to our generator matrix we will show which can also be used to completely describe a

linear block code, so for a NK linear block.
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Linear block codes

@ Linear (n.k) block can also he specified by an (n-k) = n parity check
matrix H D

Code can be specified by a N- K x n parity check matrix which we denote by G, H the generator

matrix we denote by G and the parity check matrix we denote by H.
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@ Linear (n.k) block can also he specified by an (n-k) = n parity check
matrix H T




(Refer Slide Time: 17: 25)

™

Linear block codes

@ Linear (n.k) hiock can also be specified by an (n-k) = n panty check
matrix H

® Ifw = (v, w V-1 ) 18 2 binary n-tuple, then v is a codeword if
and only i

wHT =(0.0,--- .0)

Now this parity check matrix has this property that if V is your valid code word, if and only if
VH transpose is going to be zero, so if V is a valid code word V! transpose will be zero so let us

see how we can derive our parity check matrix.
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Linear block codes

@ Linear {n.k) block can also be specified by an (n-k) = n panty check
matrix H
® [Fw=(w,wn V1) is @ binary n-tuple, then v is a codeword if
and only if
wHT = (0.0,--- .0)

@& Example 2 3 Consider 3 (7. 4) linear systematic code with generator
matrix

1 10| 000

G- 01 1|6 1 0 @

) 1 I 1|0 0% O

1 0 1|0 0 0 1
[‘_Fmﬂ

From a generator matrix and what is the relation of the generator matrix with parity check
matrix. So we will take an example of a 7, 4 systematic linear block code whose generator matrix
is given by this so since this is a systematic code we can write it of the form E times this Ik this
generator matrix can be written of this form okay. Now from this generator equation we can

write our coded bits in terms of our message bits so let us do that.
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@ Linear {n.k) block can also be specified by an (n-k] « n panty check
matriz H

® [Fw = (v, v, V1) is @ binary n-tuple, then v is a codeword if
and only if

vHT = (0.0, --- ,0)

@ Example 2 3 Consider a (7. 4) linear systematic code with generator

matrix
1 1 0|1 0 0 0O
G = 01 1|01 0O
| 1 1|0 DX O
1 0 1|0 @ 0 1
IRALTS
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Linear block codes

@ The encoding equations can be written as G’
1

10
[0 v vo va v v ] = [ug o i i) | 4

U 1

= ey -

So the encoding equation says this one was our generator matrix G, this is our information bits
message bits U and this is our coded bits V, so we can write V as U times G, so it is a 7, 4 code
so there are 4 information bits, I denote them by Uo, Ui, Uz, U3 and there are 7 coded bits I
denote them by Vo, Vi, V2 to Vs and this generator matrix I have already given you this so I can

write down the encoding equations.
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Linear block codes

53

@ The encoding equations can be written as

] 1 0 Y O OO
) ) B 1 1 6100
lu\_. W Ve W by g n'|_,| |.m'| by iy ugl i 1 i 00 i [.1
I Ok G O 013 |
# We can wnte this a3

We do that, you can see from this what is vo it is uotuz+us, there is a typing mistake here this
would have been uz, so vo is uo times 1 plus 0 times ui+ 1 times uz2 + 1 times u3 so this Vo is given
by uot u2 +us. Similarly what is vi, vi is given by uotui+uz, v2 is given by ur uox0, uixl,
wtux1+usx1. So v2 is given by ui+uz+us, so that is what [ have here. What is v3, v3 is given by
u0x1 and rest are all 0, so v3 is nothing but uo. Similarly v4 is ui, vs is u2 and ve is us. So I now

have set of seven coded bits and this shows the relation between the coded bits and information

bits. Now we are since we are restricting ourselves to binary code.
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Linear block codes

@ The encoding equations can be written as

1 1 01 00D
1 1 01 0B
[ve vi v vy va v ] = [y 1y 1 1) 1 1100710
1 01 000091

@ We can write this as

W = Wiyt Vot Up+Uy +i=0
I g+t v+ U FU Uy 0
W = ig+ixtis VU kU dug=0
v un
Vi iy
w = i
w = in

We can even write this equation like this, vo+uotux+us = 0, correct? Because this vo vi is nothing
but parity bit which is basically like 1 or 0 so if we add this to this modulo 2 sum will be 0. So
this similarly we can write as vituo+ui+u2=0 and this can be written as v2+ui+uz+us=0. The next
what we would try to do is we would try to write these parity check equations in terms of other
coded bits. So we can see here, uo is nothing but v3 so wherever uo appears we can replace it by

V3.

Similarly, u1 is equal to v4 so wherever u1 appears we can replace it by v4, uz is equal to vs so we
can replace u2 by vs and u3 is equal to ve we can replace u3 in terms of veé. By doing this what we

will get is set of equations which basically are dependent on these coded bits. So if we do that.
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Linear block codes

@ Equivalently, we can write the encoding equations as
va v b kg
WiTyTTs =
v bbb

L= I = = |

What we get is something like this. The first equation basically which was.
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Linear bl

@ The encoding equations can be written as

1 1 01 00O

1 10100

Muwwnwuwwl=|lwumnl| , ; 1 501 0
1 010001

@ We can write this as

w = Wttty Vgt Uy +&s=0
v gt Ut OV U U U O
VW = ih+ i+l \f-‘,_+ U+ U dUua=0
¥3 tin

W = Iy ‘-':"‘U'a.'rv:'a"*““ =a
w = I

w = in

votuotuztus, now this can be re-written as vo+ what is uo, uo is v3, v3+ what is uz, uz is vs, vs+

what 1s u3 it is ve so vot+vi+vs+ve=0 and that is what we have here.
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@ Equivalently, we can write the encoding equations as

Wt 0
mtvy+twu+w = 0
vy + v+ v+ v 0

vot+vi+vstve=0.
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Linear bloc

@ Equivalently, we can write the encoding equations as
o+ v+ Vs o+ v 0
m+wmt+twt+w = 0
vp 4 v v g 0
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@ The encoding equations can be written as

1101000
0110100
Munnwwwl=lwnws]ll, ; ; g9 1 ¢
1010001

@ We can write this as

w = Wttty Vgt Uy +&s=0
v WUt V4 U U Uy O
VW = ih+ i+l \f-‘,_+ U+ U tua=0
¥3 Lig

™ = Vo +VarVs V=0
w = I

w = i

Similarly we can write the other equations as well, here also we will replace uo, ui, u2 by v3, v,

vs and what we will get is.
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Linear block codes

@ Equivalently, we can write the encoding equations as

W+ V3 v W 0
m+trn+twtw = 0
vp 4 v v g 0

vit+vitvatvs=0 and similarly the last parity check equation can be written as.
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@ The encoding equations can be wnitten as

1101000
0110100
unvnuww|=lwumsl| , ; ; 591 ¢
1010001

@ We can wnte this as

w = mtiptin  VogtlUy+U; =0
v e VA U HU U 0
W o= gttty G EU U LUg=o
v ug

e | SSAN Vo+Va+Ve +V =0
w = in

w =

v2tui 1S v4tuz is vstus is Ve, so that is what we have here.
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Linear block codes

@ Equivalently, we can write the encoding equations as

wt+twmt+twt+wy = 0
wi+wv+w+w = 0
1]

Vit Ve VT W

@ |n matrix form,

p—
== =
4

W nwn V("".-"'ul

- -]
O e D D
R -~ ~]

w2 vatvatvstve=0. So now we have set of encoding equations in terms of coded bits. Next the
same thing we can write it in a matrix form, so I have my coded bits vo to v, | have three sets of
parity check equations this, this and this. And the same thing I can write it in a matrix form like
this. Now you can see these are equivalent so look. Let us look at first equation, this is
vot+vitvstve = 0. So you can see which are the elements which are, so vo times 1, this is v3 times
I+vs times 1 +ve times 1. So that is what define this equation. Similarly you can see this

equation, this vi+v3+va+vs=0 and this last equation this is v2+vatvs+ve=0. And what did we say
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Linear block codes

@ The encoding equations can be written as

1 1 01 00O
B 1 B1 8 O
[vo vy va vy vy w5 vg] = [ 1y a3 g 11100010
1 01 0D DO 1
@ We can wnite this as
W = igpt+ug+ Vot Uy *Vy + =0
v g+ VU U =0
v = i+ i+ iR U U bUg=0
V3 ug
e VytVa+Ve +V; =0
stV T g "
w = u
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@ The encoding equations can be written as

1 1 01 000

[ . 01 10100
wuwwnuwwl=lwmwesll . 001 0
U 1010001

About parity check matrix.
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Linear block codes

@ Linear (n k) black can also be specified by an (n-k) = n parity check
matrix H
@ Ifv=(w.w, - ,v_1) is a binary n-tuple, then v is a codeword if
and only if
vH' =(0.0.--- .0).

@ Example 2.3: Consider a (7. 4) linear systematic code with generator

matrx
1 1 0|1 0 0 ©
c_|0 110100
1 11|00 10
1 0 1|00 0 1
EP!LJ

We said that if H is a parity check matrix it is an (n-k) x n matrix and it has this property that
vH' is 0.
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Linear block codes

@ The encoding equations can be written as

1101000
0110100
[vo vi w2 va vy w5 v5] = [ 1y gy ] 1 1100010
1 010001

@ We can wnite this as

w = ttmtim Vot rlUy+HA=0
v g + by + Vi + Up +Up +Up =0
W = i+ i+ iR WU F U bUg=0
Lz | g

Wy = iy v \.( "

Vu-‘l‘v-:s'r 5—+ i =a

w = i

w = in

So we have.
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@ Equivalently, we can write the encoding equations as

wt+w+w+w = 0 ﬁ'ﬂ
Vi T VT Ve T = 0
it et bW 0
peos®s!
A= atg1 110
@ In matrix form, HT B Lot iy
1 0 0 3=T
0 1 0
Y, 0 0 1 0
mMmuvwvwuwwl |1 1 0]=]0
—_— 0 1 1 0
1 11
1 01

Can write this as, this is my v, this is my HT vHT is 0. So then what is my H matrix, H matrix is a

transpose of this matrix so this will be 100 010 001 110 011 111 and 101 and this is my, so for



the (7, 4) code (7, 4) code this is basically 3x7, as I said (n-k) x n matrix this is my parity check

matrix corresponding to this same code.
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Linear bloc

@ Equivalently, we can write the encoding equations as

wtvtwtw 0
mtwrtwtw = 0
e vat v+ 0
Which is generated by this
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Linear block codes

@ The encoding equations can be written as

1 1 01 00D
01 1 01 00
Mvwnuwwl=lwmmn]| ; | | 001 0
1 01 0O 0 1

@ We can write this as

W = up+ipt+in Vot Uy +Ug +g =0
vy i+ V) g FU "0
W = ih+ih+in \J'-L-l- Uy & U,_J, U-azﬂ
L Lip

Wi = Iy Vg*ng'rv&' +\."‘ =0
i =
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Linear block codes

3

@ The encoding equations can be written as

1101000
0110100
Mvvwvnwwwl=lwanmnl|, | ; 591 g
v U 1010001
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@ Linear (n k) block can also be specified by an (n-k) = n party check
matrix H
@ lfv={[w.vi, -~ ,¥a_1) is a binary n-tuple, then v is a codeword if
and only if T
vHT = (0.0,--- .0), vGH=0
@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix
1 1 0/1 000
11|01 00
C=l111/001 0
1 0 1,000 1
[PIn]

Another interesting property that you can basically see is so VH is 0, I can write this is u GHT =
0. In other words vH" is 0 so what does that mean, the rows of G matrix and rows of H matrix are

orthogonal to each other.
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Linear block codes

& Linear (n k) block can also be specified by an (n-k) = n parity check
matrix H
@ Ifv=(w,w, -, v¥s1) is a binary n-tuple, then v is a codeword if
and ullly if T
vH' = (0.0,--- ,0), uGH =0
@ Example 2.3: Consider a (7.4) linear systematic code with generator
matrix
1 10/1 000
¢ 11|01 00
C=l1 11|00 10
1 0 1|000 1
IRAES
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Linear block codes

)

@ The encoding equations can be written as

1101000

0 110100

Mvwvuwwl=[wmmm]| , , ; 50 1 0
v U 1010001

So the H lies in the null space of G.
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Linear block codes

@ Equivalently, we can write the encoding equations as

wt+twn+tw+w = 0 f‘L'r}
mtwvnt+twmtw = 0
va + Vg v 0

@ In matrix form, T
IH 00 3%T

01 0
W 0 01 0
[ovuwwmwww]| 1 1 0 = 0
—_— 011 0

111

1 01

So as we can see from this that generator matrix and parity check matrix are related to each other
and they have this property that rows of G matrix and H matrix are basically orthogonal to each

other.
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@ For a systematic code with generator matrix G = [P : I;], the parity
S SR
check matrix can be written as,

H = [L, P
1 00 0| po Lo "t PR—10
010 0| poa P wr P11
0 01 --- Ofpaz [ S - L
0 0 D L| Pom—b-1 Pra-k-i - Phi—1.a—k—1

So if you have a systematic code whose generator matrix can be written in this form because the
H lies in the null space of G we can write down its corresponding H matrix very easily and this is
basically given by, so if a generator matrix can be written of the form Pn identity matrix we can

write its parity check matrix as identity matrix and P,
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Linear block codes

Example 2 3: Consider 3 (7, 4) linear systematic code with generator
matrix

G-

]
L =
-

1
1
i
]

= ! 4

[1.0 0|1 0 % 1]
H=|010(} 1 + O o
| @00 -1]0: 1 11




So let us take an example of a generator matrix for a systematic code, this is systematic code we
can see, we can separate out this generator matrix as some matrix P and some identity matrix. So
this we can write as the H matrix we can write as identity matrix and PT. So then this can be
written as 110 is 110, 011, 011, 111, 111, 010, so this is my H matrix corresponding to this. So
whether you are given a generator matrix or a parity check matrix your linear block code is

completely specified by either of them.
And as I said we use the generator matrix we generate our code set of code words whereas parity
check matrix as the name suggest is used to check whether the parity check constraints are

satisfied.
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Example 2 3: Consider a3 (7, 4) linear systematic code with generator
matnx

[1 1 0|1 000
@ 1-1|0 1 0 O
6= 1 1 1|00 10
11 0 1|0 0 0 1 ]
Then the parity-check matrix in systematic form is
L0 0| O ¢ 1 i
H=|010(31 10| . vH =0
I 08 1|0 1 1.1

As we said basically parity check matrix has this property that is if v is a valid code word if and
only if vH" is 0. And we use this property in decoding and that is why you see the name parity
check matrix because this matrix H is essentially used to in some sense check whether the parity

check constraints of the code are satisfied or not. Thank you.
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