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So in the last lecture we discussed about bounds on the size of the code.
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Lecture #7B: Problem solving session-111

Now let us solve some problems related to that.
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Linear block code

@ Problem #1: Is it possible to have a linear (16, 10, 8) binary block
code? Justify your answer

So first question is, is it possible to have a linear block code binary block code which has n given

by 16.
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Linear block code

(i, den)

# Problem #1: Is it possible to have a linear (16, 10, 8) binary block
code? Justify your answer =

k given by 10 and minimum distance of 8, so when I write this like this it so this stands for n
then this is k and this is minimum distance, so is it possible to have a code which has length 16
information, sequence length 10, and minimum distance of 8, now how do we solve it? We have
talked about various bounds on minimum distance so let us see whether this satisfies the bounds

on minimum distance.
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Linear block code

& Problem #1: s it possible to have a linear (16, 10, 8) binary block
code? Justify your answer

@ Solutions: No, according to singleton bound dy < n—k+ 1

So let us start with singleton bound, well the answer to this question is no.
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Linear block code

@ Problem #1: Is it possible to have a linear (16, 10, 8) binary block
code? Justify your answer -

@ Solutions: No, according to singleton bound gy, <0 — k+ 1
|& =10+
dwin § 7

The reason being for example this does not satisfy the singleton bound, now what is singleton
bound says? The minimum distance of a code has to be less than equal to n-k+1, now n here is
16, k is 10, and this is 1, so what singleton bound says that minimum distance of a 16 ten code

cannot be more than 7.

And here we are saying minimum distance of 8 so that means it is not possible to have a linear
code with these parameters. Now please note whenever such questions come you will have to

check whether all the bounds that you, all the bounds on minimum distance are satisfied or not.
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Linear block code

@ Problem #2: Is (24,12.8) binary Golay code, a perfect code? Give
reasans?

The next question is, is (24, 12, 8) binary Golay code, is this is a perfect code?
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Linear block code

Ak dan
= Problem #2: Is (24,12 8) binary Golay code, a perfect code? Give
reasons?

Now again here n is 24, k is 12, and minimum distance is 8, now what is a perfect code? A code

that satisfies hamming bound with equality is a perfect code.
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Linear block code

@ Problem #2: Is (24,12,8) binary Golay code, a perfect code? Give
reasons?
@ Solutions: No, it doesn't satisfies Hamming bound with equality

So we have to check whether this code satisfies hamming bound with equality.
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Linear block code

@ Problem #2: Is (24,12 8) binary Golay code, a perfect code? Give
reasons’

# Solutions: No, it doesn't satisties Hamming bound with equality.

The answer to this question is no and we will come to that in a minute, it does not satisfy

hamming bound with equality.
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Linear block

@ Problem #2: Is (24,12,8) binary Golay code, a perfect code? Give
teasans?

# Solutions: No, it doesn't satisfies Hamming bound with equality.

& Hamming Bound: For any binary (n, k) linear code with mimmum
distance 2t + | or greater, the number of parity-check bits satisfies
the 'Fnllr.rwmg |nnqua||ry
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So what does hamming bound says? If you have a binary (n, k) code.
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Linear block code

@ Problem #2: |s (24,12.8) binary Golay code, a perfect code? Give
reasons’ L=

@ Solutions: No, it doesn't satisfies Hamming bound with equality.

@ Hamming Bound: For any binary (n, k) linear code with minimum
distance 2t + | or greater, rlmhwk hits satisfies

the following inequality

w2 (§)(5) 0o (2)] 2

= perfect codas

£-3 (_ﬁ‘flJf’

Whose minimum distance is 2t or greater then number of parity check bits must satisfy this
constrain, and codes that satisfy this inequality with equality are known as perfect codes. So we
will have to check whether this (24, 12, 8) Golay code satisfies this hamming bound with
equality.

So the minimum distance is 8, now what would be the error correcting capability of this code?
So this will be dmin -1/2 and floor of that, so in this case it is 8-1/2, so this is a triple error
correcting code (24, 12, 8) Golay code can correct three errors, so t in this, t for this code is three

okay.
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Linear block

@ Problem #2: |s (24,12 8) binary Golay code, a perfect code? Give
reasans’?

@ Solutions: No, it doesn't satisfies Hamming bound with equality.

& Hah‘hﬁing Bound: For any hlrr.’lry [n it} linéar cade with mummum
distance 2t + | or greater, the number of parity-check bits satisfies
the following inequality

@ Perfect codes satisfy Hamming bound with eguality

So let us just compute the right end side, this one.
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Linear b

¢ Problem #2: Is (24,12 8) binary Golay code, a perfect code? Give
reasons’

@ Solutions: No, it doesn't satisfies Hamming bound with equality

@ Hamming Bound: For any binary (n, k) linear code with minimum
distance 2t + 1 or greater, the number of parity-check bits satisfies
the following inequality

1 n
' ( t )

2 (1) ()1

@ Perfect codes satisfy Hamming bound with equality
@ (24,12, 8) Golay code 15 a triple error correcting code
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Linear black code

& Problem #2: Is (24,12.8) binary Golay code, a perfect code? Give

reasons’

@ Solutions: No, it doesn't satisfies Hamming bound with equality
@ Hamming Bound: For any binary (. k) linear code with minimum
distance 2t + | or greater, the number of parity-check bits satisfies
the following inequality
n
' ( t )

e fe(1)+(3)

@ Perfect codes satisfy Hamming bound with equality
& (24,12.8) Golay code is a tnple error correcting code
# R.H.5. of the Hamming bound =

1+( 214 )*( 224 )+( 2;)—1—241-2?511-2024—?325




(Refer Slide Time: 04:33)

& Problem #2: Is (24,12.8) binary Golay code, a perfect code? Give
reasons’

@ Solutions: No, it doesn't satisfies Hamming bound with eguality

@ Hamming Bound: For any binary (n, k) linear code with minimum
distance 2t + | or greater, the number of parity-check bits satisfies
the following inequality

-Er: - -

14 n n ) | n )
(1))
@ Perfect codes satisfy Hamming bound with equality

@ (24,12, 8) Golay code is a tniple error correcting code

@ R.H.S5. of the Hamming bound =

(1) (3)+(3) -rems o mme-

—

So this will be Iplus n is 24, 24 choose 1, 24 choose 2, plus 24 choose 3 because t is three, so
this is 1+24+276+2024 so this will be 2325, so the term that we are getting on the right hand side
is 2325, now let us look at the left hand side.
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Linear block code

@ Problem #2: Is (24,12,8) binary Golay code, a perfect code? Give
reasons?

@ Solutions: No, it doesn't satisfies Hamming bound with equality.

@ Hamming Bound: For any binary (n, k) linear code with minimum
distance 2t + 1 or greater, the number of parity-check bits satisfies
the following inequality

n
+(7)]

(1)+(2)

Perfect codes satisfy Hamming bound with equality

> & -

@ (24,12,8) Golay code 15 a triple error correcting code
# R.H.S. of the Hamming bound = 1’-“' e .2”'
o
1+( 3 )+ (%) +( 5 ) =1+20+276+2000 =325
7

@ However, L H.S. of the Hamming bound is 21

This is 2" so n is 24, k is 12 so this will be 2!'? and this is equal to 4096, now note left hand side
is greater than right hand side, left hand side is 4096, right hand side is 2325, so this particular

code does not satisfy hamming bound with equality.
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Linear |

@ Problem #2: Is (24,12 8) binary Golay code, a perfect code? Give
reasons’ e

@ Solutions: No, it doesn't satishes Hamming bound with equality.

@ Hamming Bound: For any binary (a, k) linear code with minimum
distance 2t + | or greater, the number of parity-check bits satisfies
the fallawing inequality

L]
(%)

e (1)+(3)

@ Perfect codes satisty Hamming bound with equality
@ (24.12.8) Golay code is a triple error correcting code

@ RHS. of the Hamming bound = 11“""__
24 24 24 , -

L.,( ; )T( x ]+( y ) =1+24+276 + 2024 = p3as]
7

@ However, L H.5. of the Hamming bound is 212

And hence it is not upper fit code.
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Linear block code

@ Problem 33: If C is maximum distance separable (MD5) code, its
dual iz also MDS code

Next, if we are given a linear block code C.
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Let us just say an (n, k) linear block code and it is said that this code is maximum distance
separable, then show that its a dual code is also maximum distance separable. Now what do we
mean by maximum distance separable code, we know the codes that satisfy singleton bound with

equality are known as maximum distance separable code.
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@ Problem #£3: If € is mazimum distance separable (MDS) code, its
dual is also MDS code.
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Linear block code

@ Problem #3: If C 12 mamimum distance separable [MD5) code, s
dual is also MDS code.

@ Solutions: If C is a MDS5 code, then d = (n— k+ 1)
-

@ This implies that no (m— k) or fewer columns of H are linearly
dapendant

So then if this nk code is maximum distance separable then the minimum distance of this code
should be n — k +1 right, this follows from the fact that our given linear block codes C is
maximum distance separable. Now if the minimum distance is, if the minimum distance is n — k
+ 1 it means that there are no n — k or less columns in the parity check matrix of this code which

are linearly dependent, if you recall the minimum.
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Linear block code

@ Problem #3: If C 12 mamimum distance separable [MD5) code, s
dual is also MDS code.

@ Solutions: If C is a MDS5 code, then d = (n— k+ 1)
-

@ This implies that no (m— k) or fewer columns of H are linearly
dapendant

Number of columns of this parity check matrix which are linear lead dependent are basically can
be found out from if we look at various, if we add up the columns of the parity check matrix the
minimum number of columns that add up to 0 is the minimum distance of the code and if the

minimum distance of the code.
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@ Problem #3: If C s maomum distance separable (MDS) code, s
dual is also MD5S code.

@ Solutions: If C iz a MD5 code, th:nlln' = 1n;.l'-c.—_l:|]

@ This implies that no (n — k) or fewer columns EFT".:I-P-E. linearly
dapandant T

Isn—k + 1 it means no n- k or less columns of this parity check matrix will add up to 0, so that
is what we are saying no n- k or fewer columns of this parity check matrix are linearly

dependent, that is because the minimum distance of this code is n —k +1.
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@ Problem #3: If € 15 masimum distance separable [MDS) code,
dual i= also MD% code.

# Solutions: If C is a MD5 code, then d = (n—k + 1)

[

@ Thi= implies that no (7 — k) or fewer columns of H are linearly
dependant

@ Tha dual code C; has M as the genarator matrix. So. the langth of
Cy 18 and dimension m — &

Now let us look at its dual code, now what do we know about the dual code? We know that the

generator matrix of a dual code is same as parity check matrix of the original code.
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@ Problem #3: If € s mamimum destance separable (MDS) code,
dual is also MD5 code.

# Solutions: If € iz a MDS code, then d = (n— &k + 1}

@ Thiz implies that no {n— k) or fewer columna of H are linearly
depandant

s

@ The dual code Cy has H as the genamtor matrie. 5o, the length of
":d ® o and dimension n— k

. _________

So for this dual code then H will be the generator matrix, this follows from the property of dual

code and we also know the dual code.
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2 Problem #3: If C s maximum distance separable {MDS) code, 1s
dual is also MO5 code

@ Solutions: If C i= a MDS code, then d = (n— k + 1)

# This implies that no (n — k) or fewer columns of H are linearly

depandant { o n-kl
# The dual code |!.'\_r has H as the Eenarator matri Sa, the length of
CI, = m and dimension 7 — & fl a = n=[n-k+I
o — - A

.

Code word length should be n and since this was an nk code the dual code dimension should be n
— k. Now to prove that this dual code which is specified by these parameters length n and
dimension n- k to prove that this is maximum distance separable we will have to show that its
minimum distance is given by dmin is equal to n — dimension is n — k +1, so will have to show

that minimum distance of the dual code is k+1.
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Linear block code

& Problem #3: If C s maximum distance separable (MOS) code, its

dual iz aleo MDS code

Solutions: If C is a MDS code, then d = (n — k + 1)

This implies that no (n — k) or fewer columns of H are linearly

du;wmh‘-nt

a The dual code Cy has H as the gensrator matrix. So. the length of
Cy is o and dimension n— k A s W -J’hl—:ll +1

@ Jo prove that the dual code is MDS, we have to show that the dual
code has minimum distance of k 4 1 (n — [p - &) + 1)

So that is what we are going to show now to prove that the dual code is maximum distance
separable, the dual code also has to satisfy singleton bound and according to singleton bound the
minimum distance should be n- k dimension of the code which is n — k + 1, and this comes out to

be k + 1 so we will have to show that the minimum distance of the dual of this code is k + 1.
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& Problem #3: If C iz maximum distance ssparable (MDS) code, its
dual iz alzo MD5S code

Saolutions: If C isa MDS code, thend = (n— &k + 1}

This implies that no (n - k) or fewer columns of H are linearly

depandent

& The dual code Cy has H as the generator matrix. So. the length of
Cgis n and dimension n— k

a To prove that the dual code is MDS, we have to show that the dual
code has minimum distance of k + 1 (n = (n— k) + 1)

@ Suppose there exists 3 codeword, v of weight &' < k. Then » has
atmost k ones and (n— k) pero coordinates. Lets sssume the last
[n — k) coordinates are zero

Now to prove this result we will take help of what we call method of contradiction. So how does
the method of contradiction work, we will start off with the assumption that there exists a code
word of weight less than equal to k so we will assume that minimum distance is not k + 1, and
then we will show that through the properties of this code that this condition is not possible for
assumption that there exist a code word of weight k or less is incorrect and hence the minimum

distance.

Should be more than k and then we will use singleton bound to show that minimum distance can
at most be k + 1 and hence the minimum distance of the dual code is k + 1, so this the approach

that we are going to follow.
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Linear block code

& Problem #3: If C is mammum distance separable (MDS) code, its

dual is also MDOS code

Saolutions: If C is a MDS code, then d = (n— k + 1)

This implies that no (n - k) or fewer columns of M are linearly

dependant

a The dual code C; has H as the generator matrix. So. the length of
Ly ia nand dimension n — k&

@ To prove that the dual code is MDS, we have to show that the dual
code has mmnimum distance of k + 1 (a~ (8 - k) + 1)

@ Suppose there exists a codeword, v of weight d" < k. Then w has
atmost k ones snd [ — &) gero coordiniles Lets sdsums the 155t
[m - k} coordinates are zero

So as we said in method of contradiction we will first assume that let us assume that there exists
a code word of weight less than k + 1, so we assume that there exists a code word v of weight d
prime which is less than equal to k. Now if there exists a code word of weight less than equal to

k what does it mean, that the code word v will at most have k once right.
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@ Problem #3: If C is maximum distance separable (MD5) code, its
dual is alzo MDS code.

# Solutions: If C is a MDS code, then d = (n— k + 1)

@ This implies that no (7 — k) or fewer columns of H are linearly
d#pmdan

@ The dual code C; has H as the generator matria. So. the length of
Ca is n and dimension n— k

@ To prove that the dual code s MDS, we have to show that the dual
code has minimum distance of &k + 1 (o= (n = k) + 1)

@ Suppose there exists a codeword, v of w!ul:ht d" < k. Thea v has
atmost k ones and (0 — k) fero coondinates. Lets assume the last
(m = k) coordinates are zero

So our code word v is a n bit code word, so out of this at most k bits are one, remaining (n-k) bits

arc z<€ro.
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Linear block code

@ Problem #3: If C is maximum distance separable (MDS) code, its
dual is also MDS code

@ Solutions: If C is a MDS code, then d = (n = k 4+ 1)

@ This implies that no (n - k) or fewer columns of H are linearly
dependent

@ The dual code Cy has H as the generator matrix. So, the length of
€y s n and dimension n - k.

@ To prove that the dual code is MDS, we have to show that the dual
code has minimum distance of k + 1 (n— (n — k) + 1)

@ Suppose there exists a codeword, v of weight d' <k Then v has
atmost k ones and (n — k) zero coordinates. Lets assume the last
{n — k) coordinates are zero Ly, o=

E-EBE Rk

So we can at most have k ones and (n-k) or more bits are zero. Without loss of generality let us
assume that those bits which are zero are towards the end so what we are assuming is let us say if
this is our code word v, so first k bits have ones and this these remaining bits have zeros. So

these are, these bits have zeros and these bits have one okay. Let us assume that.
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* We can write the matrix Hio_sywn 35 [Ainsjns i (e singnsil.
where H' has (n — k) independent columns, so invertible

Now the parity check matrix of the original code which is the generator matrix of a dual code can
be written in this particular form. Now please note this parity check matrix is n-k x n matrix so
this I am writing as one matrix which is A matrix n-k x k and then there is an invertible matrix
which I call H prime which is n-k x n-k. Now what was the rank of this matrix H, remember we

have.
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Linear block code

@ Problem #3: If C is maximum distance separable (MDS) code. its
dual is alsa MDS code

@ Solutions: If C is a MDS code, thend = (n— k + 1)

@ This implies that no {n iu:l or fewer columns of H are Iineafly
dependent

@ The dual code Cy has H as the generator matrix. So, the length of
C4 is n and dimension o — k.

@ To prove that the dual code is MD5, we have to show that the dual
code has minimum distance of k + 1 (n— (0 — k) + 1}

@ Suppose there exists a codeword, v of weight @' < k& Then v has
atmost k ones and (n — k) zero coordinates. Lets assume the last

(n — k) coordinates are zero. Ly, o—-dl
Rk Rk

Because minimum distance of the code was n-k+1 so no (n-k) or fewer columns of H were

linearly dependent.
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Linear block code

=k AR

* We can write the matrix Hj,_ijen 35 [Apo_ijui W {nbinn—i
where H' has (n — k) independent columns, so invertible

So the row rank was (n-k) so column rank is also (n-k), what does it mean it means that (n-k)

there are (n-k) independent columns in this matrix and let us say those.
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Linear block code

n-k ®n

@ We can write the matrix Hio_iy.n 35  Bin_sias ]E' kb ;:i

where H* has (0 — k) |r||]e_|:|c'r|aﬂ|t columns, so nvertible

(n-k) independent columns are this, given by this H' okay. So this is, so since this has

independent column this can be inverted also.
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Linear block code
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& We can write the matnx H,,_.} TR . ....JH Y T
where H' has (n — k) independent columns, so invertible

@ Hence the rows of H® are also independent

@ To get zero in all the last (n — k) coordinates such as v, is to use
zera linear combination of the rows H'. Therefore the entire
codeword is zero. So d’ = k + 1

And rows of this matrix H' is also independent because it has rank (n-k) as well. Now remember
what did we say about our code word v, we said our code word v the first k bits at most first k
bits are one so these first k bits can at most be one and these are all zeros. So remaining (n-k) bits
are all zero. Now this H matrix is the generator matrix, this is a generator matrix for dual code
Cd. So if we have to generate a code word like this from this generator matrix given by this we
will have to use this matrix. Now remember to get zero in the last (n-k) coordinates. Now this

consists of (n-k) linearly independent columns and rows.

Now to get zero in last (n-k) coordinates the only way we can get it is if we use a zero linear
combinations of, of all rows. So if we do zero times all the rows that is the only way we can get
this condition. Why because this is, remember this is a linearly independent columns and rows so
only ways we can get all zero here is if we take zero linear combination so we multiply all the
rows of these generator matrix by zero, but if we do that what is the minimum distance that we
get? If, if we do that the code word that we get is all zero code word. So what it means then that

our assumption
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Linear block code
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@ We can write the matrix H,‘:,.,, a3 [ Bin bk !H"_ Py Ty
where H® has (n — k) independent columns, so invertible

@ Hence the rows of H® are also independent.

& To get zero in all the last (n — k) coordinates such as v, 15 to use
zero linear combination of the rows H'. Therefore the entire
codeword is zero. So d” > k+ 1

That there exists a code word of weight upto k is incorrect. Because we are not able to construct
that code word using the generator matrix of the dual code. Hence our assumption that minimum

distance of the code there exists a code word of weight less than equal to k was incorrect.
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@ We can write the matrix H,':._.”,n. as Ay iyxk !H’,un._‘-,_,n_;‘l "
where H® has (n — k) independent columns, so imvertible

@ Hence the rows of H' are also independent

@ To get zero in all the last (n — k) coordinates such as v, is to use

zero linear combination of the rows H'. Therefore the entire
codeword s zero. So d" > k+ 1

So we can conclude or say that the minimum distance of the code is atleast k+1 okay. Now how

do we show that it is exactly k+1?
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& We can write the matrix M, sjun 35 B syee W aesysins)
where H® has (n — k) independent columns, so invertible

@ Hence the rows of H' are also independent

& To get rero in all the last (n — k) coordinates such as v, 15 to use
zero linear combination of the rows H®, Therefore the entire
codeword 15 zero. So d > k+ 1. doin < n= (k) -+

@ But from singleton bound we know d' kil Sowegetd =k +1
= ——

Now we know that minimum distance of the code must satisfy the bounds. Now it should satisfy
for example singleton bound; now what does singleton bound says? Singleton bound says
minimum distance of the code is upper bounded by n-dimension of the code is in this case (n-
k)+1. So from singleton bound we get the condition that minimum distance should be less than

equal to k+1.

And from this we get the condition that minimum distance is atleast k+1. So if we combine these
two we get the condition that minimum distance of this code is k+1. Hence, it is proved that the
dual code is also maximum distance separable. Because it satisfies singleton bound with

equality. With this we conclude this lecture. Thank you.
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