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Welcome to course on error control coding an introduction to convolutional code.

(Refer Slide Time: 00:19)

Lecture #2A: Introduction to convalutional codes-I: Encoding

So we will start with introduction of convolutional code and today we are going to discuss how

we can encode an information sequence using convolutional code.
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Convolutional codes

Outline of the lecture:
@ Introduction
@ Encoding for convolutional code

So today’s topic of discussion is encoding of convolutional code and we will take a very simple

example of a rate 1/ n conolutional code.
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@ A convolutional encader processes the information sequence
continuously

As you know a convolutional code process information sequence in a continuous fashion, so

information bits come in and we can get continues output form a convolutional encoder.
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@ A convolutional encoder processes the information sequence
continuously

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memaory order of m

We also know that the output of a convolutional encoder depends not only on the current input
put it also depends on past inputs and past outputs depending up on the memory of the

convolutional encoder.
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@ A convolutional encoder processes the information sequence
continuously

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memaory order of m

And as we have seen we can realize the convolutional code using shift registers.



(Refer Slide Time: 01: 22)

So we describe a convolutional code basically as an n, k convolutional code.
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@ A convolutional encoder processes the information sequence
continuously

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.e., a convolutional encoder has a memory order of m

@ The set of sequences produced by a k-input, n-output encoder of
memary order m is called an (n, k, m) convolutional code

With memory m.
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@ A convolutional encoder processes the information sequence
continuously

@ The n-bit encoder output at a particular time depends not only on
the k-bit information sequence, but also on m previous input blocks,
i.€., a convolutional encoder has a memaory order of m

@ The set of sequences produced by a k-input, n-output encoder of
memary order m is called an (n, k, m) convolutional code

@ The values of n and k are much smaller for convolutional codes
compared to the block codes

Now as we have said before our post to block codes typically the value of n and k for
convolutional code is much smaller like k may be one, two , three and similarly n will be may be

two, three, four like that.



(Refer Slide Time: 01: 51)

i [TITITT G

@ Llet k=1, n=2and m= 2 The following circuit generates a
(2,1, 2) convolutional code.

So this is one example of a memory to convolutional encoder
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@letk=1 n=2and m=2 The following circuit generates a

(2.1.2) convelutional code

We can see this is out input u; an output v”1 and v2 now note that the output v1 and v(2
depends not only on the current input but also depends on the past inputs as indicated by content
here and content here and this is k=1 because there is already one input here that is why k is 1
there are 2 output this one and this one , so that is why n is 2 and since the output depends on two

memory elements this and this elements to so thisa 2, 1, 1 convolutional code.
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@ Let k = 1, n = 2 and m = 2. The following circuit generates a
(2. 1. 2) convolutional code.

@ Input: w

As we said the input is u ;



(Refer Slide Time: 02: 57)

Introduction

[ - L [

@ let k=1 n=2and m=2 The following circuit generates a
(2, 1. 2) convolutional code

@ Input: u;

- ] Ouzputf.

(1
v o= Wtz

(21
¥ Uiy * -3

And the output is v”1 and v2 and how is v”1 and v2 depend on u(l) and the pass values this

is given by the interconnection.
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@ Llet k=1 n=2and m= 2 The following circuit generates a
(2,1, 2) convolutional code.

@ Input: w

@ Qutputs

II _\_c_:_ | _\_(:
E
=
\

L1

So we can see for v ¥ 1 it depends on input ul as given by this and it depends on ul-2 as given
by this link so v’1 is given by ujand ui» so it depends on the current input and the input which
was there two time is this earlier similarly v 12 depends on u; as given by this interconnection
ul-1 as given by this interconnection and uy., as given by this interconnection. So this is our v2
so these are the two outputs and this is how they are related to the input so we can see that
whether a particular input appears in the output that is basically given by these interconnections.

These interconnections tell us whether that particular bit is taking part in the output or not.
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@ If i; i1s the length of the /™ shift register in a convolutional encoder
with k input sequences, | = 1,2, . k, then

m max i
1<i<h

So if we denote by «i the length of the i shift register in a convolutional encoder then we
defined a memory order as the maximum of maximum length of the shift register among the k

shift registers use to represent the convolutional encoder.
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@ If i; 15 the length of the /™ shift register in a convelutional encoder
with k input sequences, i = 1,2,--- , k, then

m= max Iy
1<i<k

@ The parameter m is known as memory order of the code

And this parameter m is also known as memory order of the convolutional code.
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@ If 1; is the length of the i*" shift register in a convolutional encoder
with k input sequences, i = 1,2, .k, then

m max 1
1<i<k

@ The parameter m is known as memaory order of the code

@ The ratio R = k/n is known as the code rate

As we know this ratio of information bits to coded bits k/n is known as code rate which we
denote by R.
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@ If 1; is the length of the /" shift register in 3 convolutional encoder
with k input sequences, | = 1,2, .k, then

m max i

1<i<h
@ The parameter m is known as memory order of the code
& The ratio R = k/n is known as the code rate

& The overall constraint length & of the encoder is defined as

r= ; [TE
-
1<i<h

And overall constrains length is defined as X of length of all the k shift register that is the overall

constrained length.
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@ In this case, a single information sequence

u = (ug, vy, . Uy, ]
is encoded into n output sequences
i1} () M)
v (vo':v ' ¥ )
2) {2y [2) {2}
v (v % sy )
[m) im) [ m) {m)
v L T i

Now we are going to show how we can encode a convolutional an informational sequence using

a rate 1/ n convolutional encoder.
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@ In this case, a single information sequence

u = (ug, vy, . Uy, )

is encoded into n output sequences

i) (m m )
v (vo':v ' ¥ )
2) £ 2} _(2) (2)
v (vg a1y arce My )
[m) im) [ m) {m)
v L T i

So kis 1 n number of coded bits are send so there is one input coming in and there are n output
and the maximum length of this one shift register used to represent this rate 1/n code is m so this

shift register as m memory elements.
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Encoding of (n. 1. m) convolutional code

@ In this case, a single information sequence
u = (g, by, » by, ]

is encoded into n output sequences
Lty L1 (1)

(1) )
v (g s oee oWy ymer)
2) 2) (2] (2]
vl (vg o1y eece vy )
e
v1n| {L{‘ﬂ vaII. .v.'"'. L.y

So let us take our input which we denote by
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Encoding of (n. 1. m) convolutional code

@ In this case, a single information sequence
u = (ug, iy, vl )
is encoded into n output sequences

i) ( (5 J E D T )

el o ¥ ¥y
(2} < {2} (2) {2}
v (v o e g )
{n) {m) (=) {m)
v (v % s M |

u to be ugy Uy Uy U1 Since is a rate 1/n convolutional code so what we would get is corresponding
to one input we are going to get n outputs and we denote these n outputs by v, v®@ & ™

where each of this v'’s can be return like this
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@ In this case, a single information sequence

= (g oy o)

is encoded into n output sequences

(1) (1) (1) (1 _

v (g wv s W Ty
i2] = {2) [2) 2}

v (vg =% sore et
() in} _(m) {m)

v (v a0 Ty W )

@ The n output sequences are interleaved to form a single code
sequence.

{2}

v=(vg, ¥, ¥, ), where vy = (v W' ... W™

So the output at a particular incidence then is so corresponding to
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@ In this case, a single information sequence
u = (ug, uy, - Uy, )

is encoded into n output sequences

@ The n output sequences are interleaved to form a single code
sequence.

(3]

v = (v, v, ¥, ), where wp = (Wi 1T oo W)

Uy then what is the output these are the n bits output corresponding to this input up similarly
corresponding to ul mu output is this corresponding to u; my output is this n bit output okay so |

write the output by v, v v® v(1) where this v is a n bit.
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@ The code is specified by a set of n generator sequences of length

m+1,
s:ll {g‘-.l.l S1“I S.In“]
s_‘- 2 (g&'\'.g.:"' S_I!H-':J
£ = (@)

Now how we generate these n bit vector from this one input and if we just go
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@ In this case, a single information sequence
u = (ug, uy, - Uy, ]

is encoded into n output sequences

L
'|I| Vfﬂ ] )
7
il = ¥ )
'1r|l Véﬂl }

@ The n output sequences are interleaved to form a single code
sequence.
g
v = (v, v, ¥, ), where wp = (Wi 1T oo W)

Back to our example
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That we had shown look at this example how did we, generate 2 coded bits corresponds to one
information sequence. How did we generate these 2 coded bits these coded bits where generated
by various combination of input and these past inputs and whether a particular bit appears in eth
output that is governed by these interconnections. Whether there is a line connecting this part to

the output or not that determines whether that particular bit it's participating in the output bit.

(Refer Slide Time: 08: 07)



Introduction

@ If v; is the length of the /*" shift register in a convolutional encoder
with k input sequences, | = 1,2, --- , k, then

m= max Ly
I<i<h
@ The parameter m is known as memory order of the code

@ The ratio R = k/n s known as the code rate

@ The overall constraint length i of the encoder is defined as

r= 9 %
F—

1 &

So what we can
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@ [n this case, a single information sequence

u = (ug, uy, ol )
is encoded into n output sequences

i1} {1 (1) {1}
! ¥ }

v Vo ¥ TV
3 2) 2 2

vl‘_' = (v 9 A g es)
{n) (a) _ (=) im)

v (W Wy )

Conclude form here is.

(Refer Slide Time: 08: 11)



@ In this case, a single information sequence
ur{uu.ul. - by, }

is encoded into n output sequence

w2l —

@ The n output sequences are interleaved to form a single code

SEqUENCE.

w=(vo,vi, - v} where vy = (WY, v oo W™

Basically.
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@ The code is specified by a set of n generator sequences of length
m+1,

1l 1L} {1l

E (.5 ey
27 = (gh k)
= @

We can completely specify a code by this set of n generator sequence of length m+1 where each
of these generator sequences is basically of length m+1 and what are these g1, g®™1,g%)2,gm1
SO you can see so this super script that you see one, two , three and n this corresponds to each of
the output sequence so the first output sequence is specified by this generator sequence gl the
second output sequence is specified by this generator sequence g® and the n yet output sequence
is specified by this output sequence g™ and what are these g’s now note that the memory order

of our convolutional encoder is m so there are so if let’s say.
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Encoding of (n. 1. m) convolutional code

@ The code is specified by a set of n generator sequences of length

== el )
:! _ {&E."I g‘l.'l -S.I.f:]

) = )

Just take an example
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@ The code is specified by a set of n generator sequences of length

m+ | —

- : i1 | 1) _(1) il {
5[-:,' & .8 &m ) — s |
2 = (24P &) | ‘Pj':-' —
0 | " Wy -
. e 8
—; —f

Jini] 0w ' Aol

m=2 so if we take m=2 let’s say two memory order so then basically and this say this my input
u(l) and my output I can take from some interconnections form this let say this is my example
that | had this was my v"1 this was my v"2 now note that these interconnections are specifying
whether a particular bit is participating in the output code sequence or not so if we look at the
first coded bit u; now this as memory order m so they are possible m+1 connection what are
those possible m+1 connection 1 first one is corresponding to whether u; is participating in the
output bit or not.

Second one corresponding to whether uy.; is participating or not is this point. Three one is this
point whether uy., is participating or not similarly the second coded sequence whether  is
participating or not whether uy.; participating or not whether u,_; is participating or not so we can
see that the output here let us take the first output sequence that is completely specified by
whether uj is participating were u,.; is participating u,.; is participating.

So in this example g1, g¥1, g®m completely specifies what inputs are participating in
generating our code sequence similarly look at the second bit her also these m+1 connections
will completely specify whether a particular bit or the pass bit are taking part in the output coded
bit. So you can see if you have rate 1/n code whose memory is m then we can completely specify
that code using a set of n generator sequence where each of this n generator sequence correspond

to one of the output sequences and
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@ The code is specified by a set of n generator sequences of length

m+

- (&':l'.gi:'. g.',.“J _J':;:_-‘I
ﬂ = (&8 8w UL@ =
—]

JE = (& & s oBm) =

Each of the generator sequence is of length m+1 specifying the interconnections of uj, U1, Ui.2 up
t0 Up.m SO then what are these g@1 and g™™1 if g1 and g”1 are either one or zero. One means

they are participating zero means it does not participate for example in this example
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@ The code is specified by a set of n generator sequences of length

m+1,

e (X _f1 i1 B
(g g .

0 = (g ER) y,
=]

) = (g gl ) o

What is g11 is u; participating in the output sequence of vV yes it is so then
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m-+ 1,

e

& - @
d-,_.'. _ {géz'.g"

in) _im)

= (& & v

%

En) ul-Ej-q __1'\}’—

g

()

@ The code is specified by a set of n generator sequences of length

r

AR

- (I

g©will be one is uy.; participating in the output sequence v no so then this will be.
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Encoding of (n, 1. m) convolutional code

@ The code is specified by a set of n generator sequences of length

m+ 1,

el 1)
% W) g

21 (2 .
(& -8 - B ) Uy

W/
gl - &".&" . g Ej E

So then this will zero what about u |, it is participating the output sequence so it will be
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Encoding of (n.1. m ) convolutional code

@ [he code is specified by a set of n generator sequences of length
m+1,

o ﬁ - (g g 7 -JJZ]
:..'I gIJ'J U -_—

- {gé'll.g-:'ll.-- g2 X
~ L
A
!E = (& B m —# -
o 81 o Bm t
% =(i01)

One so g is 101 similarly.
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g® will be 111 because uy, U 1.1 and U 1 they are all participating in the output coded sequence

okay so if | specify these generator sequence then mu convolutional code is completely specified
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And what is my output then my output is nothing but

(Refer Slide Time: 13: 23)



@ The code is specified by a set of n generator sequences of length

m-+1,
g (&éll g™ ... g
g = {g‘l:,\_'llg:.'ll .2
g’ = ey

@ The output sequence is the discrete convolution of the information
sequence u and the generator sequence g''/, i.e

(i} {i)

v' =u=g' 1<i<h
and
v, = wg +wafy +-oct e
———
- =
= A i
|x_."’ ki
a —.

Is a discrete convolution of the information sequence with this generator sequence? So if my
generator sequence if my code as memory m then basically | can write this discrete convolution
in this particular position and that is basically my output sequence which is discrete convolution

of the input sequence with this generator sequence. Now let us take an example

(Refer Slide Time: 13: 59)
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Encoding of (n.1, m) convolutional code

@ The code is specified by a set of n generator sequences of length

m+ 1,
g (" - .85
&,.-u e {g-_:.:*l. S':h- .g.'.."']
B = e iae)

@ The output sequence is the discrete convelution of the information
sequence u and the generator sequence gl'), i e

v =weg” 1=i=n
and
v = wg" el oo we il
— o
_|= i
| 4’_-“‘ i
- {

This is the same example that we are considering this rate one of code with
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Encoding of (n. 1, m) convolutional code

Example:

@ Consider a rate R = 1/2, (2.1.2) convolutional code specified by
the following generator sequences

g = (101
g2 = {111) a)
= Uy Uz a
ulf,'l-; = s ¥ \J&_...fu"___‘
o - yil}
% 1
" - | "t T "1-2
L]
- %

Memory two so you can see vVl this is basically again discrete convolution of input with these
generator sequence which we can write as ul+ u 1, and this v®2 can be written as ul+ul-1 + ul-2
if you go back
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@ The code is specified by a set of n generator sequences of length

m+ 1,
G“ {&;llls.:'ull .g.',.“J
&,.-u e {g_\:l’llg,.:ll .g.'.."']
g = &8 .am)

@ The output sequence is the discrete convelution of the information
sequence u and the generator sequence gl'), i e

vl —wag? 1<i=a,
and
o, U.lg‘:,'l—l-r. o e )
— =
_|= in
| o il
A S

Our output is this if you can

(Refer Slide Time: 14: 36)
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@ The code is specified by a set of n generator sequences of length

m+ 1,
Kh ' (&l_.'.llg:.'ll . S'.I.nu]
£ = (& & Em)
B = e )

@ The output sequence is the discrete convalution of the information
sequence u and the generator sequence gl'), ie

vl =waeg', 1<i<n,
and
(4} i) W) i () )
g = Uiy + Uil + -t i
L — : s © 1&)
=|Eonu’ | = " 7 Upy 3 *Upe

Expand it for this particular example this will be ulgOi+ul-1gli+ul-2g2i and for the first coded

sequence this g is g© g%, g® was 101 and the second sequence was 111 that is why the first.
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Encoding of (n. 1, m) convolutional code

Example:

@ Consider a rate R = 1/2, (2.1.2) convolutional code specified by
the following generator sequences

(1]

P (Lo1).
{2)
E (1L11), o)
y = Uy ¥+ Us_ 2
'\fut'H = Ui 4+ Jiay a.q"___‘
or gl o i}
g I
" - "1 "1-2

First coded sequence is u 1+ u o and the second coded sequence is Uj+u .3 +U 1.

(Refer Slide Time: 15: 38)

Encoding of (n, 1, m) convolutional code

@ Let the information sequenceu = (1011100 ---)

So if we have information sequence this, what was our output sequence

(Refer Slide Time: 15: 43)



| @ Let the information sequenceu=(1011100 ---).

We had VI1 is uj+U 1o and V92 is ug+U 11+U 1

(Refer Slide Time: 16: 03)

Encoding of (n, 1, m) convolutional code

@ Let the information sequenceu = (1011100 ---)
@ The output sequences are given by

W' = (1o01011 ---)
v = (1100101 --+)

Now we can show that our output coded sequence will be given by this now this can easily
verified so let us says what was our output
(Refer Slide Time: 16: 15)



Encoding of (n. 1, m) convolutional code

al
= Uyt ua

"J!-m =Ugy Yy YV

@ Let the information sequencew = (1011100 ---)
@ The output sequences are given by

v = (1001011 ---)
wl? (1100101 ---)

Coded sequence v was ul+ul-2 and vI2 is ul+ul-1 +ul-2 now note when the first input ul which
IS one comes what is the output now to specify the output we need to specify what the initial
contents of ul-1 and ul-2 so initially we will assume that the convolutional encoder was in all
zero state now what do we mean by all zero so we are assuming that initially the contents of the
shift registers where all zero in other words ul-2 and ul-1 they were both zero okay.

If both where zero initially and if u®)is1 what will be

(Refer Slide Time: 17: 15)



Fa - iF--uslusmEen i ® —— 5

Encoding of (n. 1, m) convolutional code

“‘:”-: et Uy n

\-',_m'- Ug¥ Yigy V-

@ Let the information sequencew = (1011100 ---)
@ The output sequences are given by

v = (1001011 ---)
wl? (1100101 ---)

VI1 this is 1+0 which is 1 so you can see.

(Refer Slide Time: 17: 21)
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@ Let the information sequenceu = (1011100 ---).
@ The output sequences are given by

v = (1001011 )
v = (1100101 ...)

This is one and what is vI2 is 1+0+0 so that is also 1 next what happens next if you go back

(Refer Slide Time: 17: 36)



Encoding of (n. 1. m) convolutional code

""rl U Uy 4 Yp-2

V:,H' Ugs Vg +Yg-2

@ Let the information sequenceu = (1011100 ---)

(Refer Slide Time: 17: 37)



Encoding of (n. 1. m) convolutional code
Example

@ Consider a rate R = 1/2, (2.1.2) convolutional code specified by

the following generator sequences

g (101).
g":l' (111). @)
o= Uy U, 3
"..".t” = UL pdga
o - il
g 1
w - "y II &

This one which was here when you apply a clock this one moves here and a new bit comes here
so now in the next time instance ul-1 becomes 1 and what is ul-2 since ul-1 initially was zero so

this zero will come here so the new contents of the shift register will be now one and zero.

(Refer Slide Time: 18: 03)



Encoding of (n. 1. m) convolutional code

g Ugd Uy.a

\i'c
\'11} =Uek Yy V-

@ Let the information sequenceu = (1011100 ---)
@ The output sequences are given by

o= (1001011 --)
v (1100101 )

So what we have is now ul-1 is 1 and ul-2 is zero. Now the next input is zero so next input is
zero so what is are next output this is zero and ul-2 is zero so this will be zero you can see this is
zero what about this now u® is zero ul-1 is one and ul-2 is zero so 0+1 +0 that will be one and

that is | given by this okay next what happens.

(Refer Slide Time: 18: 44)
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@ Let the information sequence w = (1011100 ---)

(Refer Slide Time: 18: 45)



Encoding of (n. 1. m) convolutional code
Example

@ Consider a rate R = 1/2, (2,1. 2) convolutional code specified by
the following generator sequences

g = (101),
g2 = (111) @)
¥V, =", +U,_ 5
U.cﬂ UL FVae, ., |
- - vl
5 I
L - “l 1 II 2
L
. ‘lli

Again go back to this diagram you are input zero here so now this zero will move here and you

had a one here so this is one will move here so the new contents which shifty register will be
zero and one okay.

(Refer Slide Time: 19: 02)
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FTh=as-clli-eauBun

L7 iy Uy g2
VST = Ugs Vg + o2

@ Let the information sequenceuw = (1011100 ---).

If that happens

(Refer Slide Time: 19: 02)
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Encoding of (n, 1, m) convolutional code

‘i.“ T Uy Uya

\f,_m'- Uy Yy -2

@ Let the information sequenceu = (1011100 ---)
@ The output sequences are given by

o= (1001011 --)
v® = (1100101 ---)

Then next input is one so if this is one.

(Refer Slide Time: 19: 07)
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Encoding of (n, 1, m) convolutional code
Bly U U

=
L

U Miy Tie-a
¥
@ Let the information sequencew =(1011100 ---)

@ The output sequences are given by

L {1]910._1011--)
5 )

{2}
v [Lijoo1o1

So if this one what is ul-2 ul-2 was one so 1+1 that is zero wand u®” is one ul-2 is 1 and ul-1 is
zero so 1+ 0+1 that is zero. So like that you can basically write down the output coded sequence
so then what is my finial output so corresponding to this one and what is my coded sequence that

IS given by this corresponding to this zero my coded sequence is given by this okay.

(Refer Slide Time: 19: 45)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequencew = (1011100 ---)
@ The output sequences are given by

vi! = (1001011 ...)
v = (1100101 ---)

@ The code sequence can be written as

v = (11, 01, 00, 10, O1, 10, 11, ---)

So then I can write my final output as so corresponding to input one | get

(Refer Slide Time: 20: 01)
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Encoding of (n. 1. m) convelutional code

@ Let the information sequenceu = (1011100 )
@ The output sequences are given by

Wi = (1001011 -...)
vi@ = (1100101 ---)

@ The code sequence can be written as

v=(11, 01, 00, 10, 01, 10, 11, ---)

11 that is give by this corresponding to zero | get 01 that I give this corresponding | get 00 as
given by this so this is how I can write my output coded sequence

(Refer Slide Time: 20: 17)



O resaladn
=

T [T LT T Iereg e

T

Representation of encoding matrix

@ Matrix form

where

Now the same thing | can write in the matrix from so.

(Refer Slide Time: 20: 24)
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Encoding of (n. 1. m) convolutional code

Representation of encoding matrix -
@ Matrix form L/ . ELf'o Wby ... 1
v=uC
B B - - Em
G= &0 & [ -
wh&rl‘f )
B=| - ,Ll'l g' ) O<i<m

I define this generator matrix G which generate this codes code word so the output code word
can be written as input times this generator matrix G okay and this generator matrix is of the
from like this so let us just expand it and may be try to explain why the generator form as this
semi infinite kind of form for a convolutional code so let us say u is u®, u®, u®.... Is continuing
set of sequence like this right now what is your, output sequence.

Output sequence so initially what happens if you go back to this.

(Refer Slide Time: 21: 18)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequence s = (1011100 )
@ The output sequences are given by

¥ = (1001011 ...)
42) (1100101 )

i2
@ The code sequence can be written as

v=(11, 01, 00, 10, 01, 10, 11, ---)

(Refer Slide Time: 21: 20)

Encoding

f(n1, m) convolutional code

\l""-: Ues Uy
\th.‘r_. Uy Yy ile-a
¥

@ Let the information sequenceu = (1011100 ---)
@ The output sequences are given by

=
v = flelo1o1i1 ---)
W = 1100101 --)

(Refer Slide Time: 21: 20)
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Encoding of (n, 1, m) convolutional code

Vp® Uy + Ya-z

\_,rj_ﬁ"a = Ugs U + Y-

@ Let the information sequencew = (1011100 ---).

(Refer Slide Time: 21: 20)
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Encoding of (n, 1. m) convolutional code

Example

@ Consider a rate R = 1/2, (2, 1. 2) convolutional code specified by
the following generator sequences

gV = fr101),

-

EY = (111) a)
V= Ug +Ug.2
r‘,{-_" gt 7 \Jx.‘A,-J‘__‘
of | - i}

I
P
. - "1 e 12 :

Initially you are assuming that the encoder is an all zero state correct so what will be the first
output that you will get here that is | nothing but u® times g what is g

(Refer Slide Time: 21: 45)



Encoding of (n, 1, m) convolutional code
Example

@ Consider a rate R = 1/2, (2.1.2) convolutional code specified by
the following generator sequences

g = (101),
{2}
E (L11), @)
V = Uy #Uz_ 2
.U,IL'H‘J - Uy 4 Uy 4y o
o] e
I
a )
w = g a .3 1=
o *
= . ‘lll

g01 this g02 is this. This interconnection which is connecting u® to the output so at first time
instance.

(Refer Slide Time: 21: 57)

Encoding of (n. 1, m) convolutional code

Ul = U+ a2z
(& Y
Vl. Ugsd Uga ¥ Y-

@ Let the information sequenceu = (1011100 ---).

What you would get is

(Refer Slide Time: 21: 59)
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Encoding of (n. 1, m) convolutional code

\i‘,”': Vs U

‘-',_m' = ULy Yy Y2
¥
@ Let the information sequencew = (1011100 ---)

@ The output sequences are given by

Wl = Bﬁlglun---}
(2}
v = [1toor01 )

(Refer Slide Time: 22: 00)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequenceu = (1011100 ).
@ The output sequences are given by

v = (1001011 --)
ul?) (1100101 ---)

@ The code sequence can be written as

v= (11, 01, 00, 10, 01, 10, 11, ---)

The output is nothing but.

(Refer Slide Time: 22: 02)



Encading of (n. 1. m) convolutional code

Representation of encoding matrix

LJ"[_UOU\UL----- _j

@ Matrix form

| <
]
s
16

o & o B
G: Bo B Em

where

=(g"g" - g™ 0cic<m

U@ times.

(Refer Slide Time: 22: 04)
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Representation of encoding matrix __{
. L T TR
& Matrix form v L-.u" .
v=ut
0 & B Vo 3o
G — g Ex ——
where .
g‘ = Lg:” gll:” as grlnl} D<:<m

g© this is the output that you will get at first time instance what is a output that you will get in

the second time

(Refer Slide Time: 22: 10)



Encodi (n. 1. m) convolutional code

@ Let the information sequenceu = (1011100 )
@ The output sequences are given by

Wiy = (1001011 ...)
v = (1100101 ---)

@ The code sequence can be written as

v=(11, 01, 00, 10, 01, 10, 11, ---}

(Refer Slide Time: 22: 11)
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ling of (n. 1. m) convolutional

\L‘“a-. Ugd Ugon

“:.m’ Ugd Yaq T2

@ Let the information sequenceu = (1011100 ---).

@ The output sequences are given by

Wl = glo1o11 ---)
v = lijijso101 )

(Refer Slide Time: 22: 13)
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Encoding of (n. 1, m) convolutional code

vy T U 4 g

\,r,_t"- Ugh Vg ¥ Y=o

@ Let the information sequenceu =(1011100 ---).

(Refer Slide Time: 22: 14)

Encoding of (n. 1, m) convelutional code
Example

@ Consider a rate R = 1/2, (2.1. 2) convolutional code specified by
the following generator sequences

g = (101),
12)
£ = (111). 0)
V, = U +Uz_2
ulf\J L B o P
4] _
wf ¥ I
s = g a I]lz L=
wf ¥
- {2}

Whatever u0 you had now that u0 has moved here correct and a new bit which is ul have come

here ul so what is a output at this time it is ul times g0 +u0 times g1 so I can write.

(Refer Slide Time: 22: 35)
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Encoding of (n. 1, m) convolutional co

vy T U 4 g

VI_H- Ugh Vg ¥ Y=o

| @ Let the information sequenceu =(1011100 ---).

(Refer Slide Time: 22: 33)

)

\'i.lf' Ugd Ugon

“;n’ Ugd Yo T2
¥
@ Let the information sequenceu = (1011100 ---).

@ The output sequences are given by

W' = f1lolo1o11 ---)
wi? Lljﬂgulm )

And the second time.

(Refer Slide Time: 22: 37)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequenceu = (1011100 )
@ The output sequences are given by

W = (1001011 ...)
v = (1100101 ---)

@ The code sequence can be written as

v= (11, 01, 00, 10, 01, 10, 11, ---)

Instance.

(Refer Slide Time: 22: 38)
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Representation of encoding matrix

=

@ Matrix form

B B - o Bm Un‘}o
C— 0 & En e

where

My output is give by

(Refer Slide Time: 22: 40)



Encoding of (n. 1. m) convolutional code

Representation of encoding matrix * __f
Uy Uy ...
@ Matrix form ye e *
v=ub
g B © Bm Vs 3o
G= B B Em =
Ui ot Yo '5&
where =
g=(g"g" - g"0<icm

uy times @ + u times g™® fine next time instance what is my output

(Refer Slide Time: 23: 00)
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Encoding of (n. 1. m) convolutional code

\L‘”a. Ugd Ugon

\.I/l_\.'k"'T Ughy Vg gz
¥

@ Let the information sequenceu = (1011100 ---).

@ The output sequences are given by

W' = f1lolo1o11 ---)
wi? Lljﬂgulm )

(Refer Slide Time: 23: 01)



Encoding of (n. 1, m) convolutional code

| @ Let the information sequence u

(Refer Slide Time: 23: 01)

v o Uy

gz
(&

Vo = Ugd Vg F Yg-n

(1011100 ---).

Encoding of (n. 1, m) convelutional code

Example

Now what is going to happen

@ Consider a rate R
the following generator sequences

1/2, (2.1.2) convolutional code specified by

g (101).
12)
E (111). a)
V, = U +Uz_2
ulf\J L B o P
"4 _
W ¥ I
i "1 T 12 e
wf ¥
L e

is this ul will move here so this will be now ul this will become u»

and this will become ug S0 what is my output now it is u, times g© + u; times u;+ uo times g

(Refer Slide Time: 23: 42)
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Vo = Und Vg ¥ Y2

@ Let the information sequenceu = (1011100 ---).

(Refer Slide Time: 23: 43)

)

\'i.lf' Ugd Ugon

“!-m’ Ugd Yo T2
@ Let the information sequenceu = (1011100 ---).

@ The output sequences are given by

W' = f1lolo1o11 ---)
wi? .mﬂgﬂlﬂi )

(Refer Slide Time: 23: 43)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequence w = (1011100 )
@ The output sequences are given by

W) = (1001011 ---)
e (1100101 .--)

@ The code sequence can be written as

v= (11, 01, 00, 10, 01, 10, 11, --)

(Refer Slide Time: 23: 44)

Representation of encoding matrix

-~
& oy
@ Matrix form v [-U" = 2
v=uG

B & =t Bm Vs 3

G= & B Bm R
Ur Jot Ve g,

where i
g (E:IJ Iih rIﬂll} 0 j -

So go back to so what would be my output here it is

(Refer Slide Time: 23: 48)



Representation of encoding matrix -

- LU
@ Matrix form 4 [_Lz.; s -
y=uG
B B = Bm Ug Fa
G= B B Bm ———
Ui got Yo 9,

where : U1_%|+U| y+Y9
E ( :IJ Irl‘- gru-rl]I 0<i m qs v

u, times g @ + ug® + ugtimes g what happens next

(Refer Slide Time: 24: 02)

Encoding of (n. 1. m) convolutional code

@ Let the information sequenceu = (1011100 )
@ The output sequences are given by

v = (1001011 --.)
wl? (1100101 ---)

@ The code sequence can be written as

v = (11, 01, 00, 10, 01, 10, 11, ---)

(Refer Slide Time: 24: 03)



@ Let the information sequence u =

\L‘”a. Ugd Ugon

\.I;.'QT Ugk Y tVg-a
¥

(1011100 ---).

@ The output sequences are given by

W' = f1lolo1o11 ---)
wi? .mﬂgﬂlﬂi )

(Refer Slide Time: 24: 03)

@ Let the information sequence u

(Refer Slide Time: 24: 03)

W ot U+ Y
Ca S 1
Vi = Uid Uix + V-2

(1011100 ---).



Encoding of (n. 1. m) convolutional code

Ezample

@ Consider a rate R = 1/2, (2.1. 2) convolutional code specified by
the following generator sequences

g”' (L0 L)
{2) "
E (L1131 a)
V, = Uy +Ug_a2
vE? = U Uy $up
o 4l - wil}
I
Nr f
L] o b it -2 Ve
W L]
- (2]

This ug moves out

(Refer Slide Time: 24: 10)

Encoding of (n, 1. m) convolutional code
Example:

@ Consider a rate R = 1/2, (2.1. 2) convolutional code specified by
the following generator sequences

g = (101),
g::' = {111} a)
WV, = Uy U,
e
Vi, UL + Vi 4y
= - ¥l
wf ¥ :
w s AR U1 o "i-2
W ¥
- (e

Here what we will get is u;

(Refer Slide Time: 24: 18)



Encoding of (n. 1. m) convolutional code
Exampie

@ Consider a rate R = 1/2, (2.1.2) convolutional code specified by
the following generator sequences

g” = (101,
{2}
E (L11). a)
V, = Uy #Ug_2
o 1
Vi S S LN
o] R
1
7 P
w Y | | My “ 5 Uy
o '
= s ‘ill

This will be u; what about this. This will become u,

(Refer Slide Time: 24: 26)

[

Encoding of (n. 1. m) convolutional code
Example

@ Consider a rate R = 1/2, (2, 1. 2) convolutional code specified by
the following generator sequences

g? = (o),
(2)
g2 = (111). a)
lu'-l - L‘I_l'_ * Ug-2
.U.Ilf'-J B B L BT L
o] - yil}
o ¥ I
"y U J “' I U.l_ '| 2 iy
o .

So this u, and this will become us.

(Refer Slide Time: 24: 26)



Encoding of (n. 1. m) convolutional code
Example:

@ Consider a rate R = 1/2, (2.1.2) convolutional code specified by
the following generator sequences

gl = (101),
{2}
E f111), )
‘U‘. = Uy +Ug_2
VAR T I PGV
= o il
U L L]
W s S ey L. I1 3 U
8 .

So this is us so what will be the output now it is us times g + u, times g + u; times g and uo

does not appear because of memory order of this course was 2 so what is the output in this case.

(Refer Slide Time: 24: 51)

Encoding of (n, 1. m) convolutional code

vy Y Uy 4 Ygz
\Jrj_w- Ugs Uz + Yg=2

@ Let the information sequenceu=(1011100 ---)

(Refer Slide Time: 24: 51)



Encodi ng

= Wed U .0

\J:'ﬁ =Uek Vi TV
¥
@ Let the information sequenceu=(1011100 ---)

@ The output sequences are given by

i
il = [1gglu 1E se2)
J19[1101 )

1
S E,

(Refer Slide Time: 24: 52)

Encoding of (n, 1. m) convolutional code

@ Let the information sequenceu = (1011100 )
@ The output sequences are given by

W = f1oo1011-...)
vi2l = (1100101 )

@ The code sequence can be written as

v = (11, 01, 00, 10, 01, 10, 11, ---)

(Refer Slide Time: 24: 52)
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Representation of encoding matrix

@ Matrix form VA Lr_Uo Wy Uy __{
¥=uC
B B - - Em Ua ?ﬁ
G= g £ - i =
Ui got Y6 9,
where ' L.'-,_?,ﬁ-'d\%,-ﬁ-u"q
g=0E"eg" - gy 0<cicm 1

Was so what is the output in this case thirds instance this will be

(Refer Slide Time: 24: 56)

Encoding of (n. 1, m) convolutional code

Representation of encading matrix

—
@ Matrix form LJ*LUaU-UL-..._ 1
v=uG
B0 &1 - o Em Ua 3o
G= B & £ e
Ui 9o+ Us %s
where Usy ?|+ oy .1],,_%1
g=E"eg" .. g™ 0cicm :

U:a.fru,_g‘.,m-h

us times g @ + u, times g + u; times g® now if you write this same thing in a matrix form so

what is v is basically

(Refer Slide Time: 24: 15)



Representation of tm:_udlllg m.uu:n. e

== Ny,
@ Matrix form [ [N W Vo= — _; = L l__Ln'u Uy Uy &G
v=uC
- £ Uo $o
G= B E1 Je g 2T
2 Ui ot U”j-
where T L1 S .‘3 Y ‘!
(1 (1
g=(g & £")

0: ‘-’!3 iy 3‘--L Fa
%E;L e,

o 1‘:’\.1"\ “‘3::\-

v at time zero time 1 time 2 if you write this in this particular form is equal to u times this matrix
G now you compare this equation with this equation so at first times is this that output is uy g
so that is what so this is uo times g so this is g second is this what is my output my output is
Uo times g® this term and then g times u; which is this term so the second entry of this
generator matrix is this okay now what is this third entry here you can see uo times g

SO Ug times this is g2 + ul times g1 that is this so this is g1 and then this u2 times g0 so you can
see then feather if you look at this what we get here is so up times 0 will get here and the uv will
get Uy times g® us times so this will be like zero g©, g® and g®:so say in this case a memory
order was m that 1 why we are getting like this so you can see here our generator matrix is of the
form of semi infinite form we are basically our G is something like this.

so you have g©, to gm now this becomes zero now this is new g, and this gm and then this is
00 this is g©, so it is like in this way diagonally my generator sequence is moving and that is
what | have written here so if try to write it in the form of generator matrix then I can my

generator matrix in this case is a semi infinite from and through this.

(Refer Slide Time: 27: 23)



Representation of encoding matrix Fue thu _J =
@ Matrix form r'uf.- Yy V- j = = e T
3 v=uG
- = -
E B o0 Em Uq"}o
G= B E1 P Em e
2 Uy 10 + Uc.j‘i
wherse {a" U ‘}Ha.‘:l:jl_q_u":!
(1) _(¥) {a) 0<i<m - -
=g g " &) 0=ic V33,4109, + Ui g,

G EEG—’:\&_\

Sample for a memory to code we should that this is G is of the form this okay and where each of

this g©, are basically these will represent what are these and bit output.

(Refer Slide Time: 27: 41)

Representation of encoding matrix: Example

@ For (2.1.2) convolutional code with g!'! = (1 0 1), and
g% = (11 1), the generator matrix is given by

-
-
I
i
-
o
L=
ped e
—

11

,_.
[
[=]
[

So let us continue with example that we are considering so far so we are continuing with our rate

% code who is memory orders is two and we know.

(Refer Slide Time: 27: 53)



Representation of encoding matrix: Example 3"

@ For (2.1. 2) convolutional code with g!*' = (1 0.1), and h=
g®) = (11 1), the generator matrix is given by g =

11 01 11
po 11 01 11 0o --§ \
11

01 11 )
G (-\\H 11 01 11
11 01 11
“'x__)

. T 3 & .20
c- 1L -

e

Our generator sequence for the first code sequences given by 101 because my out v is u; + uj.»
similarly the generator sequence for the second code word is give by 11 okay then can | write
basically what is my g©, g®, and g®, so g, is given by now there are two outputs so g, will
have two terms the first term corresponding to the fist coded sequence so higher this is one and
what about the second code is sequence that is one so g0 is 11 g%, is this is zero so this zero and
this one.

So g1 is 01 and what about g, g, is this is one and this is one so g, is 11. So I can then write
my generator matrix which is of the form G is of the form g©,, g, g®, and the rest all of these
are basically zero these are zero these are zero this is g0, g1 g2 and then these are all zero. So
what is g©, g©, is 11 so that is what | have written here g1 is 01 that is what | have written here
and g®, is 11 the rest all these entries are zero.

Similarly this is 00 and then I have g©, g g, and then these are all zeros okay so this how |

can write a generator matrix.

(Refer Slide Time: 29: 44)



Encoding of (n. 1, m) convolutional code

Representation of encoding matrix: Example

@ For (2,1.2) convolutional code with g!Y) = (10 1), and
g”:' = (1 1 1), the generator matrix is given by

11 01 11
11 01 11
11 01 11

&= Il 01 11
11 01 11

eForu=(1011100---).

v=uG = (11, 01. 00, 10, 01, 10, 11, 0O, 00, ---)

Now let us verify our coded sequence that we calculated in the last time.

(Refer Slide Time: 29: 53)



Encoding of (n. 1. m) convolutional code

Representation of encoding matnx: Example
@ For (2,1, 2) convolutional code with g''! = (1 0 1), and
g% = (11 1), the generator matrix is given by

11 801 11
11 D1 11
i1 81 %l
G = i1 61 11
11 01 11

@Foru=(1011100 ).

— .

v=ubG = (11. 01, 00, 10. 01, 10. 11. 00, 0O, ---)

Coded sequence corresponding to this informative sequence was give by this

(Refer Slide Time: 29: 58)
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Encoding of (n, 1, m) convolutional
a(ht
Representation of encoding matrix: Example % (0 i)
- ol
@ For (2.1.2) convalutional code with g'!) (101) and b=
g% = (11 1), the generator matrix is given by %= (_1 f_)
11 01 11
po 11 01 11 00 --
11 01 11
G- 11 01 11
11 01 11

e X ?_‘_OD. .
G- LC} ‘iu H hO -~

(Refer Slide Time: 29: 59)
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Representation of encoding matrix

@ Matrix form ru, Ny V-
" i E=eE
B & 0 B Uo Fa
G= g £ P Bm S
% ot Vog,
ra — —
T (e g™ 1J|n| Ul?'+ﬂ’.+u"1.
E={5'&" - & ) BZi<m B33t a3+ U9,
G 5 - ?\3\
- o

(Refer Slide Time: 29: 59)

of (n. 1. m) convolutional code

Encoding

@ Let the information sequencew = (1011100 )

@ The output sequences are given by
i) (1001011 --+)

v
(1100101 )

ol

@ The code sequence can be written as

v = (11, 01, 00, 10, 01, 10, 11, ---

Was.

(Refer Slide Time: 30: 03)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequence u = (1011100 )

@ The output sequences are given by

W) = (1001011 --.)
v (1100101 ---)

@ The code sequence can be written as

w= (11, 01, 00, 10, 01, 10, 11, ---)

Our coded sequence corresponding to this information sequence now let us try using this

generator.

(Refer Slide Time: 30: 10)
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Encoding of (n. 1. m) convolutional code

Representation of encoding matrix

@ Matrix form ru,‘u,‘.r.,_ e ;_)«LU«; TN URESRo ) | =
' , v=uC
b &1 0 Em Uo Fa
G= g £ P B e
% U get Ve g,
?11, - —
where . U-,_-}ﬁu‘ 4,9
Ei = (E:” S,lu - S',I"I}. 0<i<m "j' 3

L B
J!a.rU-_._‘L.‘,u.-ai

(Refer Slide Time: 30: 11)

See if you use

§ WisoirmesuRINALD
l'.; I LY Y (I

Encoding of (n. 1. m) convolutional code
=] \

o "
Representation of encoding matrix: Example . ¢

@ For (2,1, 2) convolutional code with g!*!) = (1 0 1), and b= (0 1)
g% = (11 1), the generator matrix is given by h = (_1 f:]

11 01 11 ———

po 11 01 11 0O --

I1 01 11
G- 11 01 11
11 61 11
S

e N _LBG. -
e La} ?a%;]m@f--

(Refer Slide Time: 30: 12)



Representation of encoding matrix: Example

@ For (2.1, 2) convolutional code with g*) = (1 0 1), and
g% = (11 1), the generator matrix is given by

@Foru=(1011100 ).

v=uG = (11, 01, 00, 10, 01, 10, 11, 0O, 00. ---)

The generator matrix then our first input is one so times g©, that this is the next is input | zero
so one time this + 0 times 11 that will be 01 next 101 ,s0 1 times 11 zero times this 1 time this so

that is 00, so we can see basically we are getting the same out sequence we can just verify
110100.

(Refer Slide Time: 30: 41)
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Encoding of (n, 1, m) convolutional code

= LR
Representation of encoding matrix: Example = ¢
@ For (2.1.2) convolutional code with g!!! (1 01), and h= (o ])
g% = (11 1), the generator matrix is given by =0 r:l
11 01 11
po 11 01 11 0O -
I1 01 11
= 11 01 11
11 01 11
.

Encoding of (n. 1. m) convolutional ¢

Representation of encoding matrix __I G—
e 4 el
@ Matrix form r\.fp Yy V- j = v Lud U Y
i v=ubG
i = 2
B & rer Oeas G Uo 3o
= 2 & T &m S
% U ot t..-,_,ji
where X Ull}l*ﬂ:"’uuﬂ
M ... g™ o<i<m S
Ea = \E; E, g, ¥ = = uia‘rull"'u‘ﬂl
Grs 5 A : ?\3\
- 6 %

(Refer Slide Time: 30: 44)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequence u = (1011100 )

@ The output sequences are given by

W) = (1001011 --.)
v (1100101 ---)

@ The code sequence can be written as

w= (11, 01, 00, 10, 01, 10, 11, ---)

So we are getting the same output sequence

(Refer Slide Time: 30: 49)

Representation of encoding matrix __I G—
V) om 4 ! e
@ Matrix form J-F\.fq Vy V- j = v !I_—_Ud U Y
i v=uG
i e =
B & v Qs Em Uo‘}e
G= g B Je B e
% U ot t..-,_,l‘
where rj-b Ul?l"‘ﬂ:"'iuur’
{1) {1) - |rr|} G<i<nm . 2
Ea = r.g.- E; E; ¥ = = U;a.q—ull_‘,u.eb
Grs 5 A : ?\3\
- o o e

(Refer Slide Time: 30: 50)
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Encoding of (n. 1. m) convolutional c

= (1!
Representation of encoding matrix. Example % )
@ For (2.1.2) convolutional code with g!*) = (10 1), and [ (o1
g = (11 1), the generator matrix is given by S&=0[1 1)
11 01 11
po 11 01 do -
11

(Refer Slide Time: 30: 52)
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Encoding of (n. 1. m) convolutional

Representation of encoding matrix: Example

@ For (2.1.2) convolutional code with g!* = (10 1), and
g) = (11 1), the generator matrix is given by

11 01 11
11 81 11
11 0F 11
G = I¥ 01 11
11 01 11

@Foru=(1011100 ---),

v=ubG= (11, 01, 00. 10. 01, 10, 11. 00, 00, ---)

(Refer Slide Time: 30: 56)
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Encoding of (n, 1. m) convolutional code

@ Polynomial representation

(D) = uw(DEYD) .1<i<n
V[D_:I = th{Dn) . DVIZI(D"] i + D" lv'"'{D"]

Time Domain Transform Domain

g =(101) gD)=1+D?

g =(111) g(D)=1+D+ D

u=(1011100 ---) wD)=1+DP+D*+D*

vl =ueg't vi(D) = u(D)g"(D)
(100101100 -+-) 1+D*+ D8 + DF

wid) u.gru viI(D) = u{D)g* (D)
=(110010100 ---) =14+D+D*+D°

Now we are going to give a polynomial representation of these generator sequence which I very

convenient in case of convolutional codes so I'm introducing

(Refer Slide Time: 31: 10)
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Encoding of (n, 1, m) convolutional code

@ Polynomial representation

(D) = uw(DEYD) .1<i<n

v(D) = v*(D")+ DV (D") 4 + D" (D7)
Time Domain Transform Domain
gt =(101) g(D)=1+D?
g =(111) g D)=1+ D1 D?
u=(1011100 ---) wD)=1+DP+ D+ D*
R vi(D) = u(D)g'")(D)

(100101100 -+-) 1+D*+ D8 + DF

vi? s gl vi¥(D) = u(D)g"*!(D)

=(110010100 ---) =14+D+D*+D°

A delay operator D so if you have one memory element delay that will be

(Refer Slide Time: 31: 14)
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@ Polynomial representation Dl D-ﬁ
v''(D) u(DND), .1<i<n
WD) = (D) + DVI(D") + -+ D" NN(D")
Time Domain Transform Domain .
gt =(101) D) =14 D?
g¥=(111) g D)=1+D+D?
u=(1011100 ---) u(D)=1+D*+D*+ D*
"tll__u,glll vrl.'“_nzuiumel?{uj
(100101100 ---) 1+ D+ D% + D®
v = e g® v?(D) = u(D)g™ (D)
=(110010100 ---) =1+D+D*+D"

D if have delay of 2 it will be D? if you have delay of three D® so the exponent of D is going to
specify how much delay okay so what I'm going to show you is that | can write my output
sequence in this polynomial notation as u times D into gi times D so every output codes
sequence can be represent as product of this information sequence using this delay operator
multiplied by this generator sequence in the delay operator farm work and the overall code
sequence when we have a rate 1/n code can be given by this expression.

So let us first try to write each of these terms in terms of this delay operator polynomial
representation and then we will show that this time domain representation where we where
computing the output using convolutional discrete convolutional can be similarly obtained using
just this operation in the delay domain which we are calling cross from domain operation so we

will take the same example that we were considering so I will

(Refer Slide Time: 31: 32)
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Encoding of (n. 1. m) convolutional code

v (1}

Representation of encoding matrix: Example ( )
. =(0 1]

@ For (2.1.2) convolutional code with g{*) = (10 1), and
g% = (11 1), the generator matrix is given by

11

-

1
1 11
i1 0F 1)
G= 11

@ Foru=(1011100 ---),

v =uG = (11, 01, 00, 10. 01, 10. 11. 00, 00, ---)

(Refer Slide Time: 32: 33)
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Encoding of (n. 1. m) convolutional c

=LK "
Representation of encoding matrix. Example 3" &
@ For (2.1.2) convolutional code with g!*) = (10 1), and &= (0 1)
g = (11 1), the generator matrix is given by S&=0[1 1)
11 01 11
po i1 01 go -
11

Back and show you again.

(Refer Slide Time: 32: 33)



Representation of encoding matrix __I G

22 U 1% T S
@ Matrix form J—"u’q""\. T v !I_—,Ud S

s =
B & s Dier g Uo Fa
G= E £ P &m SR
% Vot Vo g
g, - —
whar u ] 4+,
e z (g.:u Slh - gln|} B I '-Ll} “‘_\_q[:. \Ll
. P il Btthg+Ugs
G 5 - ?\3\
- o o

.

The

(Refer Slide Time: 32: 35)

Encoding of (n. 1, m) convolutional code

1}1.‘ U, + wuig-g

‘hl'l'i‘? = Ugs Ugay F Ug-2

@ Let the information sequencew =(1011100 ---)

Convolutional encoder.

(Refer Slide Time: 32: 36)



Encoding of (n, 1. m) convolutional code
Example:

@ Consider a rate R = 1/2, (2, 1. 2) convelutional code specified by
the fallcmrmg_ generator sequences

{1}

g = {101)
(2} .
E (111), .”; T
UI(T-) = Uy ¥ \J,(....fu‘_.,
= i 1]
w = [ gy Y . -

That we are considering we have one input we have two outputs output depends on pass two
inputs so basically memory order is two g® is give by this g@ is give by this these are my
output viY , vi? these are my output sequences.

(Refer Slide Time: 32: 59)



@ Polynomial representation DL j}a
vi(D) = uwDE(D) .1<i<n
(D) = V(D7) + Dv(D") 4 & D™ im (M)
Time Domain Transform Domain
g =(101) g(D) =14 D?
g =(111) gD)=1+D+D?
u=(1011100---) wD)=1+D+ D+ D¢
vl = us gl vi'(D) = u(D)g")(D)
(100101100 ---) 1+ D+ D%+ DS
vl = g gl vi2(D) = u(D)g?(D)
=(110010100 ---) =1+D+D*+ D%

Okay so let us look this so

(Refer Slide Time: 33: 04)
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@ Polynomial representation Dl "D-ﬁ
v'’}(D) u(D)g"(D). .1<i<n
_\'“-—TJ = V'“I,'D"] . Dv|:|'DJ‘J L - D" lvll'llD"}
Time Dumaﬁln Transform Domain :+,§:'_4-[:11-P'9;
(1) At (1) L P2 + %1
=101 o LI S s
g =(111) gD)=1+ D+ D?
u=(1011100---) “wD)=1+D+D +D*
.o YW=uegh V(D) = u(D)gV(D)
| 5ot (100101100 ---) 1+ D+ D5 + O°
U.f.'l u-EIJI - Vl:"fD] U(D}E:"’[D}
=(110010100 ---) =1+D4+D*+ D"

g® is 101 now what does this one corresponds to one corresponds to this connection g which
is linking my input u(l) so that would be u(l) without any delay so that would be 1 what was this
corresponds to g that is input delayed by one so this will be representing using D so D time
zero will be zero and this will be this will corresponds to g*® basically and this is delay of two so
this will be represented using D? so this g® in this transform domain using this delay operator
can be written as 1+D? similarly this g® which is 111 can be written as 1+D+D? so this my g
of D.

now the information sequence also | can write in this D delay notation since is u’ u'u®u® so this
is a informative sequence I'm getting at this time this after one delay element two, three, four so
then this will be 1+D?+D?® +D* and that’s | basically my informative sequence now the dicrete
convolutional of information sequence is g® is basically given by this and this if I write in a
delay operator form will be what 1+D+ D*+D* +D*+D°+D°® and what is u(D) u(D) ia given by
this D* is given by this so let us multiply these two so what do we get .

so if we multiply u(D)/g"” (D) so one time this will be 1+D+ D® +D*+D*'D 2 rimes one is D? this
will be D* this will be D°and this will be D® SO D*+ D? is zero D*+ D* is zero so what we are
left with 1+ D®+D°+D° this is prissily what you get here okay so you can see basically these two
in representation is equivalent similarly we can write u® which is give by this and you can verify

for yourself u®D is given by this.



Now once you have these individual sequence how do you write the overall output sequence so

note that for one input sequence you are getting an outputs okay so this is taken care by.

(Refer Slide Time: 33: 12)
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@ Polynomial representation DL *D_j
vi(D) u(D)g"'(D), .1<i=<n
T WD) = ¥I(D")+DVI(D") 4 .-+ D" NND")
Time Duma,r'n Transform Domain r-r-,n"-q—D?-r-‘i"#
gt (16 r]"7‘- gND)=14 P *?‘ﬂf-w*_
Ei.,ﬂﬂ TD)=1+D+D? pe
u={1011100 ---) u(D)=1+D°+ D+ D*
vl = uag V(D) = u(D)g(D)
e (100101100 --) 1+ D*+ D% + D
v Ty gl B " W@(D) = u(D)g?(D)
=(110010100 ---) =14+ D+ D"+ D*

This so if vD is going to give me output sequence corresponding top each of this output n
output outputs now if I can combine this n outputs in this particular section so | take the first
output note that | have made a D over in because the if the rate 1/n code the first output will
appear after every n bits. The first bit is from the first coded sequence then after n bits it will

again repeat it will come meaning so that is.

(Refer Slide Time: 36: 50)



@ Polynomial representation

vi'(D) u(D)g'(D). .1<i<n

_;{,Dj st V[”{ Rni ; DVI:I!D"i i
R |

TlmeDurnaJn

gV =10
g =(111)
u=(1011100---)

vill —usg
§
(40730 ¢ (100101100 --)
o

=(110010100 ---

b D
¢ D" (D™
Transform Domain pv,d"+n1+£r"
+ptep* 40"

g'(D) =11 D
gdD)=1+D+D?
oD)=1+DP+ D+ D*
V(D) = u(D)gM(D)
1+ D%+ D8 + DB
vi?(D) = u(D)g¥(D)
=14+D4+D*+ D"

+D“

Why | have made it D(n) now how do | combine these n sequences so note I'm take this is output

v D(n) is output from the first code sequence this is the output from the second sequence that

is | delayed by one the output from third sequence is delayed by D? as similarly the output from

the enough sequence it will delayed by n-1 go back here.

(Refer Slide Time: 37: 19)



Encoding of (n. 1. m) convolutional code

Representation of encoding matrix: Example

@ For (2.1, 2) convolutional code with gl') = (10 1), and
gm = (11 1), the generator matrix is given by

Il 81 ‘)1
11 01 11

11 01 11
11

eForu=(1011100 ---}.

v=uG= (11, 01, 00, 10, 01. 10, 11, 00, 0O, ---)

(Refer Slide Time: 37: 20)
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@ Let the information sequencew = (1011100 )

@ The putput sequences are given by R=

)
Wi = @oei011...) —
ul? @hloo101 --) —

@ The code sequence can be written as

N i@ 00, 10, 01, 10, 11, ---)

These are the two individual outputs how where we getting the final output so note here I'm
taking first bit from here that is one second bit I'm taking from her that is this the third bit is this
which is this fourth bit is this which is this so what is what am | doing in this case rate was one
half so after every you can see in the output every second bit is coming from this so this is my
one which is appearing here this is my zero which is this is my one which is appearing this so
note this appearing every second bit and that is | why what we did.



(Refer Slide Time: 38: 07)

a(d1?
Representation of encoding matrix. Example 3" I
@ For (2.1,2) convolutional code with g''! = (1 0 1), and b= (o 1)
g“;' (11 1) the generator matrix is given by 4. = {'ul I )

@ Polynomial representation P D

wD) = u!D}g"'{D). Jd<i<n
“wD) = f%gwfuw%nj- + D" W"(D")

Time Dnmaﬂm Transform Domain H-,d"q—nz-rk*
gl = (103" ™ g'D) =1, D? +P’lw:‘+nf
g =(111) g(D) =1+ D+ D? pe
Wu=(1011100---) WD) =1+ DD+ D"
v =g V(D) = u(D)g")(D)

e (100101100 ---) =1+ D"+ D* + Df
v < uag V(D) = u(D)g?(D)

=(110010100 ---) =1+D4+ D"+ D"

Combined we made it each of this coded bit we made it D forward in next.

(Refer Slide Time: 38: 08)
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Encoding of (n. 1. m) convolutional code

= il
Representation of encoding matrix: Example 3" = (4
@ For (2.1.2) convolutional code with g'"! = (10 1), and B (e 1)
g*) — (1 1 1), the generator matrix is given by =01 ! )
& k2 -
E1 Gk 1T mm—— :
po 11 o1 11 ©°
11 81 11
G- 11 01 11
G 11 01 11
~ 7
B = 5 9 6o
G L 7 S ra

If you look here.

(Refer Slide Time: 38: 20)

Encoding of (n. 1. m) convolutional code

(Refer Slide Time:

J&

Representation of encoding matrix
@ Matrix form [-'ul'. V, ¥y - j
Vo 3a

L2

Udet e g
U-L‘?,M_J‘Lﬂrﬁ-u,q

where
L'}a,,-rU,_?‘_;, UI'S:H'

38: 21)



Encoding of (n, 1. m) convolutional code

@ Let the information sequenceu = (1011100 )
@ The output sequences are given by R=

by
i - d]_ﬁilﬂlﬂll )

e @iJoo101 --.) —

X
r i

@ The code sequence can be written as

” ];_@3_0 fo. o1, 10, 11, sy

The first coded sequence is

(Refer Slide Time: 38: 21)
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Encoding of (n. 1. m) convolutional code

@ Let the information sequenceu = (1011100 )
@ The output sequences are given by R=

]

biy -
oY = ([1]_5101011 ) o
v = @QJoo101-..)

@ The code sequence can be wrjttgn as
L

~EBE R -

r - > —_—

NZ=

this one this is the output from the first code sequence and what is the output form the second
sequence which is this one so what are you doing when your combining these output sequence
which is vi¥ and v®  so your taking V¥ like as it is only things is, is this spread out after every
second bit and

(Refer Slide Time: 38: 52)
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Er1u::u::rd|r'|g of (n. 1. m) convolutional code

@ Let the information sequence u = (1011100 )
ol Sl ol R s
@ The output sequences are given by R=

Liy
vl = (ﬁlﬁlnmll }

}:‘I_ @ebhor ...)

@ The code sequence can be wrjtt as
——
v _j“ij 01, 10, 11, ---)
et =~

NZz="="

1
Z

v@ is delayed by one and it is also spread out this is one this one is appearing here this zero is
appearing here this is appearing here so every second bit is also from this encoded sequence and

note that this is delayed by one corresponding to v so that is what we are doing.

(Refer Slide Time: 39: 12)
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Representation of encoding matrix

s I Z
@ Matrix form ['U.\J\“-":.'--j S L'J'L-U"'ulul' - 1G
g =
© & 0 g Uo Jo
c-— & & 9 £n —
Y 6ot Yoy
T
. (1 (1) () h U1?,+ﬂ?.¢u“a‘
B ( i i - } 0<i=m U}alfuli-'\'“l?:“‘
r _
G ] %;L?\‘%\Sg
=~ &

(Refer Slide Time: 39: 13)
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Encoding of (n. 1. m) convolutional code

= (2!
Representation of encoding matrix: Example

@ For (2.1,2) convolutional code with g!!! = (10 1), and = (0 1)

g'®) = (11 1), the generator matrix is given by =1 ! )
11 01 11
po 11 01 11 QO -
11 01 11
G= 11 11
01 11

(Refer Slide Time: 39: 13)



Encodi f (n. 1. m) convolutional ¢

# Polynomial representation DL 1;)3
v"'iQ] u(D)g'(D). .1<i<n
WD) = Q")+ DVI(D) + -+ D" NN D7)
Time Durna,m Transform Domain w,c,f"-q-ng-rl‘f?
g oy gV(D) =14 D *P"ﬂ':-i-ﬂr
:g'i_:ul} _g”'(D}I_le[l-U" ¢
u=(1011100 ---) wD)=1+DP+ D+ D*
v =uagh v(D) = u(D)g"(D)
e (100101100 ) 1+D%+ D%+ D8
wi?) u 'gldl v"‘r:'{D} u(D]Em{D]
=(110010100 ---) =14+D+D*+D®

If you combine this consider this combine output sequence there are n coded sequence v v®
v® v now for sequence we just take V¥ D" seconds is v?D" " s v D" and then each one of
them are delayed by 11 so this is no delay this is delay of one delay of two and this delay of n-1

so over all code sequence will be give by this

(Refer Slide Time: 39: 44)
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@ Polynomial representation DL ]:13
V(D) = uwDE'ND), .1<i<n
WD) = v F DV(D") + .- + Dn__l.l--r{Dn]J
Time Dumaam Transform Domain w,d"q—ng-}li'*
g = (10" P §)(D) =100 st
gf=(111) €(D)=1+D+D? e
w=—(1011100---) WD) =1+ + D+ D
vl =gt V(D) = u(D)g™(D)
et 2 (100101100 ---) 1+ D+ D® + D
widl u-g"" UL-!?{D} u(D]g‘”{D]
=(110010100 ---) =1+D+D*+D°

Expression so | hope | made it clear why this is D" and why each the parity bits re delayed by 1

D, D% D% D™ so following this basically we.

(Refer Slide Time: 40: 03)



Encoding of (n. 1. m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where

&(D) £ gV(D") + Dg(D) + - + D' (D)

Basically we can also write our encoding sequence in this

(Refer Slide Time: 40: 08)



Encoding of (n. 1. m) convolutional code

@ The encoding equations can alternately written as,

v(D) = u(D")g(D)

where

ds."l;{Dn} " D!\?j[Dn} N + D" lgln:[Dn)

g(D)

Particular form where output sequence is give by u(D" ) times g(D) where g(D) is this a
generator sequence for the first coded sequence the generator sequence form the second delayed
by one generator sequence of the third delayed by two generator sequence of the n delayed by

D" so the overall encoding sequence can be equivalently written like this .

(Refer Slide Time: 40: 34)



Encoding of (n, 1. m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where
&(D) & g(D") + Dg?(D") +--- + D" 'g"(D")
@ Example: Time Domain

v=uG = (11, 01, 00, 10, 01, 10, 11. 00, 0O )

And we can again go back to the same example our output sequence in a time domain was given

by this and if we follow the same procedure.

(Refer Slide Time: 40: 34)
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Encoding of (n. 1. m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where
g(D) £ g"(D") + Dg?(D") + - + D" 'g"}(D")
@ Example: Time Domain
v =uG = (11. 01. 00. 10. 01, 10. 11. 00. 00, ---)
@ Example: Transform Domain

w(D) u({D*)g(D) = (1 + D* + D% + D?)(1 + D + D? + D* + D)
= 1+D+DP+DF + D + D0 4 pi2 ;L D13

Of v(D) should be u(D?) times g(D) where g(D) is g¥) D*+Dg"® D? so u(D?) is

(Refer Slide Time: 41: 00)
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Encoding of (n. 1, m) convolutional code

ind =
@ The encoding equations can alternately written as,

v(D) = u(D")g(D)
where
g(D) = gV (D") + Dg?(D") + --- + D™ 'g!"(D")
@ Example: Time Domain
v=uG = (11. 01. 00, 10. 01. 10, 11, 00, 00, ---)
@ Example: Transform Domain

v(D) u(D?)g(D) = (1 + D* + D° + D°)(1 + D + D’ + D* + D)
= 1+ D+D*+D+D* + DO L D2 L DV

What is u(D) go back the example

(Refer Slide Time: 41: 04)
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Encoding of (n, 1. m) convolutional code

@ The encoding equations can alternately written as,

v(D) = u(D")g(D) _

where

g(0) £ g"(D") + Dg?(D) + - + D" 'g"(D")

(Refer Slide Time: 41: 05)
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Encoding of (n. 1. m) convolutional code

@ Polynomial representation DL ]}3
vW(D) = uDR(D), 1<i<n
mf%i@‘éf‘ww o+ @O0
Time Duma,i'n Transform Domain w,o"q-bi-rn"s;
g =10y €)D) -1, 08 Pl
g¥=(111) g?(D)=1+D+D* 0
u=(1011100---) wD)=1+ D"+ D’ + D
W) = wa g (D) = u(D)g"(D)
ot (100101100 ) 1+D"+D°+ Db
wi?) u-g["* viI(D) = u( D)g? (D)
=(110010100 ---) =1+D+ D'+ D"

U(D) is 1+D**D3+ D* so this is.

(Refer Slide Time: 41: 11)
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Er|.::.::;d|ng of (n, 1. m} convolutional code

@ The encoding equations can alternately written as,

v(D) = u(D")g(D) _

where

&(D) 2 gV(0") + DgP(D") + -+ D" 'gM(D")

(Refer Slide Time: 41: 04)
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Encoding of (n. 1. m) convolutional code

vin) = |40 p 4 ?
@ The encoding equations can alternately written as, , +3 ¢
’ uld/= | 4p%aptan?

(2 ) 3

v(D) = u(D")g(D) 5 )+ o9™M B2

. - oy
where [ ‘j"f;b) = |40 i), l:-e_'y_
g |. ) fl:) = -I-J,_:p _|I‘ - -
g(D) 2 g(D") + Dg?(D") £+ D" g"(D") '+P+P
@ Example: Time Domain 1+DT 5 D{"I___le D‘JJ

- -
s 1+p¥4prp3y DF

v=uG = (11, 01. 00, 10, 01, 10, 11, 00, 00, ---)
@ Example: Transform Domain

w(D) u(D?)g(D) = (1 + D* + D® + D*)(1 + D+ D? + D* + D®)
- 1+ D+D*+ 0P+ D"+ DV D2+ DV

lloiool0011011

u(D) is 1+D*+ D+ D* so u(D? will be 1+D*+D5+D® so that is what we have written here okay
and what is g® g® g D? + D times g D%and what is g¢® D and g® D vV D is 1+ D?nd this
was 1+D+D? so g¥ D? will be 1+D* and this will be so this will be 1+D* .1+ D* g®D will be
g®D? this is so this term is give by this I hope this is clear so g¥) D is given by this what we are
interested is g® D? so g’D? will b given by this expression and we are interest in g®’D? so this
will be given by 1+D*+ D* now what is our overall g(D) this is given by
g®D? +D times g”’D? so then this will be g’D?is 1+D*+D times this okay so this can be written
as 1+ D*+D+D%+D°

so this is 1+D this is 1 +D+D® D* D okay so this our g(D) now if you multiply all of them what
we get is this and we can write this what is 1 D is this D* is zero D* is one D* is zero D° is zero
DPis 1 D’ is zero D® zero D? 1 D*° one d** zero d*? one d*® one so this is our output sequence
now compare with this what we got in time domain 11,11,01,01,00,00,10,10,01,01 so you see
basically we are getting same sequence 10, 10, 11, 11 and rest are all zeros it also we are getting
all zeros so the point to take is these generator sequence that we wrote using this time domain
representation we can similarly represent them using this display domain representation and it is

not more covenant to write it in this particular notation because then the output sequence.

(Refer Slide Time: 44:40)



Encoding of (n. 1. m) convolutional code

uin) = | 402+ 4p ?

@ The encoding equations can alternately written as, 2

uls7= | 4p%apin
v(D) =u(D")g(D) 576D+ 04V 7

+
it Tfp) = (4D % -,P_".:f—:“—
t’tbl [’3) = .I,j-n-b-h 4
&(D) 2 gV(0") + DgP (D7) ++ D gD +P4D
@ Example: Time Domain 1+D7? +DC|+-D1-§ D{)

= L#pY+p-rp34 D7
v=uG = (11. 01. 00. 10. 01, 10, 11. 00, 00. ---)

@ Example: Transform Domain

w(D) u( D%)g(D) (1+ D* + D® + D®)(1 + D + q‘_- D* + D%)
1+0+D*+0°+ D"+ D + D2 4+ DV

~Clooi00] i1}

Is just product of the input sequence and this generator sequence in this domain?

(Refer Slide Time: 44:40)
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Encoding of (n. 1. m) convolutional code

@ The encoding equations can alternately written as,
v(D) = u(D")g(D)
where
g(D) = g"(D") + Dg?(D") + - + D" 'g"|(D")
@ Example: Time Domain
v =uG = (11, 01. 00, 10, O1. 10. 11. 00. 00, )
@ Example: Transform Domain

v(D) u(D*)g(D) = (1 + D* + D° + DF)(1 + D + D* + D* + D7)
= 1+D+DP+D+ D'+ D9 L D22 L DV

So with this I'm going to conclude this lecture I just want to make another point that these

generator matrix that we saw

(Refer Slide Time: 44:59)



8 250 csananafl
Fo rtnoanr ol o BlBORSBE0T | @ == o

= - & ]
@ The encoding equations can alternately written as, ;—_; = :_.-2_'.,)

v(D) = u(D")g(D) q @=C111)
where g=%t (5, 1)
g(D) £ g(D") + Dg?(D") + - - + D™ 'g!"}(D")

@ Example: Time Domain
v=ulG = (11, 01, 00. 10. O1, 10. 11, 00. 0O, ---)
@ Example: Transform Domain

w(D) u(D?)g(D) = (1 + D* + D® + D?)(1 + D + D? + D* + D°)
= l__D_D!I_Dul_Dxi_Dlu_Dl_‘_Dl!

For example this g/’ D which we wrote as 101 and g® D which is 111 it is typically a
represented using octal notations so in many books when they will describe the convolutional
encoder for this they will write it as five seven code because octal notation of this is five and
octal notation of this is five and octal notation of this is seven so in many places they will say it's
a rate %2 five seven code and what it means is they are specifying the generator sequence using

this octal notation. Thank you.
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