
Indian Institute of Technology Kanpur 
National Programme on Technology Enhanced Learning (NPTEL) 

Course Title 
Error Control Coding: An Introduction to Convolutional Codes 

 
Lecture – 1 B 

Introduction to Error Control Coding-II 
 

by 
Prof. Adrish Banerjee 

Department of Electrical Engineering, IIT Kanpur 
 

Welcome to the course on error control coding, an introduction to linear Convolutional codes. So 

we will continue our discussion on introduction to error control codes. In this lecture we are 

going to talk about, where does error control coding fits in, in the digital communication system. 

So we will start with the block diagram of a digital communication system. 
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So this is a block diagram of a digital communication system. So we have our information 

source, which is basically the message that we want to transmit. The first block that you see is 

Source Encoder, now Source Encoder essentially does data compression, it tries to represent the 

source efficiently in terms of minimum number of bits required to represent the source, so that is 



basically done by this block source encoder. Now once you have represented you have 

compressed your source. 

 

The next block is basically data encryption, this is for secrecy and then the next block which is 

our, of our interest here in this course is what is known as Channel Encoder. So it takes into 

account as input information bits and gives us as output the coded bits. We typically use the 

symbol u to denote information sequence and the symbol v to denote the coded sequence. So this 

course essentially will deal with this block of the digital communication system, essentially how 

to design good error correcting codes and properties of error correcting codes. 

 

Now once we have this encoded sequence you want to send these bits over a communication link 

so you need to do Digital Modulation, once you have modulated your signal you want to send it 

over the transmission medium which is a channel. And then, at the receiver you just have the 

reserve, reverse operation. So once you get a noisy version of the receive sequence you would 

like to demodulate the signal and the demodulated output is then fed to Channel Decoder, whose 

job is to estimate information sequence. 
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From the receive sequence, we use the notation r for receive signal. A received inputs 

demodulate signal and we will use û to denote the estimated information bits. Now if u is equal 

to û there is no error, however if u is not same as û then there are decoding errors. Now once you 

decode the information bits then you would like to de-encrypt to get back your plain text data so 

this de-encryption is opposite action of encryption and once you get back your plain text you 

would like to decompress the signal to get back your original source signal, so that’s basically in 

a nut shell the broad block diagram of a digital communication system. 

 

So we can see basically in this course we are interested in this block, we are interested in this 

block and of course, we are interested in this block as well because our error control coding 

strategy depends on what sort of channel we are sending our information bits forward, okay? So 

I will now explain a little bit more detail about each of these block diagrams.  
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So the first is basically our source encoder and as I said this is essentially does source 

compression, source coding. 
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And its objective is to represent your source in minimum number of bits required. As we know 

that our source typically for example English text. There are lot of in built rendencies in the text 

for example q, the letter q is always followed by u. So if you want to fast bit let us say some 

word starting with q, we do not need to transmit u because in English text because q will be 

always followed by u. So like that there are lot of unnecessary rendency built in, into the source 

which we would want, which we would like to get rid of and that is the job of source encoder. So 

the source encoder will like to represent our source compactly in a minimum number of bits. 
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Required it that’s basically the objective of the source encoders it does basically data 

compression.  
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Some examples, of data compression techniques as basically Huffman coding, Lempel-Ziv 

Algorithm. We would not be talking about this because this topics of interest in information 

theory. We will restrict our discussion to coding theory topics in this course. 
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And as I said basically the input to our channel encoder we are referring it as information 

sequence. 
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Now the next block was of encryption and the objective of the encryption is to make the data or 

made the bits secure. So that unwanted users should not be able to find out. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



(Refer Slide Time:  06:33) 

 

 
 

What has been transmitted. 
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 So in this encryption process what we do, we convert our source bit into what we call as cipher 

text. So we basically, encryption takes our source bits and it converts it into some, some random 

looking bits. 
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 Which for somebody who does not have key would appear as a random meaningless data, so it 

basically converts your message text into what we call cipher text, that is basically encryption.  
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And examples of encryption is Data Encryption Standard, Advance encryption standard, RSA 

system. The next block was of channel encoder. 
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Now this is of interest in this course and what is objective of this block, we would like to 

introduce additional redundancies into the source and with the help of these redundant bits we 

would like to detect and correct error induced by transmission errors or storage errors, basically 

we would like to correct or detect those errors. Now if you are wondering why cannot we use the 

inherent redundant bits which are available in a source and why, why do not we just get rid of 

source encoder and channel encoder, just use the plain source which has inherent some 

redundant bits.  

 

The problem with this is we do not have any control over those redundant bits which are inherent 

in a source. Whereas in our channel encoder the redundant bits that we are adding have been 

carefully designed in such a way so as to detect or correct errors.  
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So this process of basically adding some redundant bits which we call as parity bits to our 

message bits is basically, this process is known as channel coding or error control coding. And 

this is essentially done to detect or correct error which as caused by transmission medium.  
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In the last lecture I already gave an example of a simple, very simple code repetition code there 

are throughout this course we are going to talk about some other examples of. 
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Error cractic goods. We use the term codeword to denote the encoded sequence out of the 

channel encoder.  
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Now once we have, have the encoded sequence we would like to transmit that sequence over a 

communication link so what we need to do is modulation so, modulation maps these code words 

into actual wave forms which are sent over a communication link. And you are familiar with, I 

am sure you are familiar with digital modulation techniques such as BPSK, Binary Phase Shift 

keying, Quadrature Amplitude Modulation or you have also studied about. 
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Analog modulation schemes also. 
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The next block in our block diagram was a channel. So what was channel, channel was 

essentially our transmission medium over which we were sending our coded bits. So the physical 

transmission medium is known as channel and this could be a wired medium for example, our 

old fashioned phones, or it could be wireless medium. 
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Now what effect does channel has on the transmitted sequence. As we know basically. 
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The channel corrupts the signal in multiple ways. For example, noise this basically noise. 
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Deteriorates the signal interference is basically because multiple signals clashing with each other 

fading basically if you are let us say under some building or something you will not get a very 

good signal so that is some example of fading, shadowing, multipath transmission, when you 

have reflections from multiple buildings what you receive you have sent just one signal you get 

multiple copies with varying attronation and delay spread, so essentially channel corrupts our 

signal that we are transmitting and it results in errors. And there are various models of channels 

which are very popularly used. 
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In the last lecture we did talk about Binary erasure channel which is a very good example for two 

model basically packet data communication system and another channel model what we talked 

about was Binary symmetric channel, it is a very simple channel model typically used to model 

added to white across your noise channel with hard demodulation. So these are some examples 

of channel models. 
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Now the next block in our digital communication system was demodulation so what does 

demodulation does, so as a result of passing through the communication channel what we get is a 

very noisy wave form and from that noisy waveform essentially you want to get an estimate of 

what the transmitted bits are. Now when we try to demodulate or get back original bits zero’s 

and one’s that’s basically what is known as hard demodulation. 
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This also something called soft demodulation. What if we are getting received noisy values of 

the receive sequence instead of quantizing them directly to zeros and ones. If we keep bit 

unquantized then this type of demodulation is known as soft demodulation. Now what is the 

advantage of soft demodulation? In hard demodulation we basically lose lot of information, for 

example let us say you consider binary transmission you are sending zeros and ones and let us 

say you are using binary phase shift key. So let us consider scenario where zero is map to plus 

one and one is map to minus one. 

 

And let us say you received, received symbol was point zero one. Now see what doing hard 

demodulation. 
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You would demodulate to be because its distance sectional will be zero, you will demodulate it 

to be zero bit transmitted. But point zero one could very well be could have been minus point 

zero one if the noise would have been little bit like the sequence, so it is very close to zero so in 

hard demodulation you lose that information. So if instead of just directly mapping our receive 

sequence it was zero point zero one to zero if you would have just also kept some idea about how 

sure we are, or how close we think it is to zero or one then that information is useful. And that is 

captured in soft demodulation. 
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So in soft demodulation we would not just map point zero, one to zero we will just see it is zero 

with probability point five one or one with probability five point four nine just lay like I am just 

giving an example so we lose some information when we go for hard demodulation. 
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 So typically basically when you will see basically if we do soft demodulation our performance is 

roughly two DB better than if you were just doing hard demodulations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



(Refer Slide Time:  14:44) 

 

 
 

So most of the modern coding techniques we will basically we will be doing soft demodulation 

and we will pass on these bits soft values to the decoder, channel decoder and we will then ask it 

to do error correction or error detection.  
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Softer demodulation we have channel decoding, as I said the channel decoder objective is to 

estimate what was the transmitted information sequence from the received coded sequence. 
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And its objective is also to correct any errors which was caused by transmission error. So when 

do we say an error has occurred, if our decoded bit is not same as transmitted bit we say that 

decoding errors have occurred. 
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And how do we quantify these decoding errors, we quantify these decoding errors using what we 

call bit error rate or frame error rate. So performance of error correcting codes is typically 

evaluated using these bit error rate and frame error rate. So what is bit error rate and frame error 

rate? 
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So we define bit error rate as the expected number of information bits that are decoded to be in 

error. So for example if you transmit n information symbols and out of them x basically our bits 

are received in error so the bit error rate would be x by n.  
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Similarly when we are talking about packet data communication we are interested in so for 

example if any of the bits in the packet, whole packet is an error, we say the packet is in error or 

the frame is in error. So frame error rate is defined as number of frames, or number of packets in 

error divided by total number of packets that we have transmitted. So a frame error rate occurs if, 
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Any of the bits in your data frame or in your packet is received in error. So it is the percentage of 

frames that are in error. This is known as frame error rate. So when we compare performance of 

different error correcting codes what we do is we plot on the y axis bit error rate or frame error 

rate versus SNR signal to noise ratio basically. So how is the performance of when we increase 

signal to noise ratio, how does our error correcting codes perform that is how basically we 

compare to error correcting. 
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That is one of comparing to error correcting codes. 
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After channel decoder we have this de-encryption block and as I said its objective is to recover 

pack the plain text from the cipher text. 
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And essentially the security of the system lies in the key. 
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And finally we would like to get back our original source because remember in source encoder 

what we did was we did data compression so we have been processing this compressed data. So 

from the compressed data we would like to get back our. 
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Original source and that is basically the source decoder. So its deconstruct back the original 

source bits from the decoded information sequence. And of course if there are errors in our final 

you know decoded sequence would not be same as what was transmitted. 
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So with this I will end this lecture. Thank you. 
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