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Welcome to the course on error control coding, an introduction to convolutional code. Today we

are going to talk about how to analyze the performance of turbo code in low snr.
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Lecture #9: Convergence of turbo codes

So we are going to talk about convergence, how to track the convergence of turbo iterative

decoding algorithm and that is the topic of our discussion, convergence of turbo codes.
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Qutline of the lecture

@ |ntroduction

@ Measures for convergence analysis of turbo codes

So with brief introduction we will talk about what are the various measures for convergence

analysis.



(Refer Slide Time: 00:52)

I Bl el e ok e plsijcdaad 5
3/ TOoN 3o dieem E

@ Introduction

@ Measures for convergence analysis of turbo codes
a El Gamal's method
a Density evolution
a EXIT charts

And in particular we will -- are going to talk about these three methods.
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Qutline of the lecture

@ Introduction

@ Measures for convergence analysis of turbo codes
a [l Gamal's methad ___
@ Density evaolution ——
@ EXIT charts

The first method which is based on Gaussian approximation and which involves tracking domain
of the extrinsic values. A method proposed by EI Gamal, next we will talk about a method which
is proposed by [indiscernible][00:01:15] and others using density evolution and then a method

which is based on mutual information, tracking mutual information proposed by 10 brink.
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Outline of the lecture

@ |ntroduction
@ Measures for convergence analysis of turbo codes
a [l Gamal's methad

@ Density evolution
a EXIT charts

@ Transfer Characteristics of the turbo decoder
@ Threshold Calculation

And then we will talk about, what do we mean by a transfer characteristic of a turbo decoder and
how we can use it to compute the convergence threshold of a turbo code.
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@ Convergence analysis is used to explain the performance of the turbo
code in the waterfall regian.

So this is a typical performance of a turbo code if we take a large of block size, this is for block
size, | think 65,000 plus. So if you take a large block size this is typical performance of a turbo
code on the X axis | have signal to noise ratio and on the Y axis as plotted bit error rate. Now
you will see there is a region, so this region which we are calling waterfall region where there is

a steep fall in better rate performance.
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@ Conwvergence analysis is used to explain the performance of the turbo

And then there is a region we call it error flow region where the BR does not improve much. So
today’s topic of discussion is this waterfall region, what determines the performance of turbo
code in this region where it falls sharply. And how can we get some guidelines on how to choose
constituent encoders so that we get a steep fall like this.
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Inputs and Qutputs of a soft-input, soft-output (SIS0)) turbo decoder

@ For turho iterative decoding, the extrinsic information trom one
decoder is fed as a-priori information to the other decoder.

So before we study the convergence analysis, convergence of turbo code let us pay a close
attention to the basic block diagram of our turbo decoder.
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Inputs and Outputs of a soft-input, soft-output (S5150) turbo decoder

@ For turbo iterative decoding, the extrinsic information from ane
decoder is fed as a-priori information to the other decoder.

The heart of a turbo decoder is a soft-input, soft-output decoder and if you recall this soft-input,
soft-output decoder takes in as input
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Inputs and Outputs of a soft-input, soft-output (SIS0) turba decoder

@ For turbo iterative decoding, the extrinsic information from one
decoder is fed as a-priori information to the ather decoder.

The channel received values corresponding to the information and parity bits.
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Inputs and Qutputs of a soft-input, soft-output (5150) turbo decoder

@ For turho iterative decoding, the extrinsic information from one
decoder is fed as a-priori information to the ather decoder.

A-priori value which it receives from the other decoder which are the extrinsic values passed on

to the other decoder.
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Inputs and Outputs of a soft-input, soft-output (SI15C) turbo decoder

@ For turbo iterative decoding, the extrinsic information from one
decoder is fed as a-priori information to the other decoder.

And it computes extrinsic vales as well as APPL values where you take a hard decision to get
back your decoded bits. So if you look at a turbo decoder this is the heart of a turbo decoder,
there are two such soft-input, soft-output decoder. And if you look for a particular signal to noise
ratio, if you look at turbo decoder at the function of iteration you will notice.
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Inputs and Qutputs of a soft-input, soft-output (S150) turbo decader

@ For turho iterative decoding, the extrinsic information from one
decoder is fed as a-priori information to the other decoder.

The only thing changing with iteration is this extrinsic value and a-priori value. So with iteration
your — initially you do not have any estimate on a-priori value, you assume that it is the bits are
equally likely to be 0 and 1. But subsequently with iteration when your extrinsic values are

generated those are passed on as a-priori value.

Now the channel L values remains same for a fixed signal to moist ratio for a received bit, the

channel L value remains the same. Only thing changing with iteration are these two quantities.
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Inputs and Qutputs of a soft-input, sott-cutput (SIS0) turbo decoder

@ For turbo iterative decoding, the extrinsic information trom one
decoder is fed as a-priori information to the ather decoder.

This a-priori value and the extrinsic value. So if we can track with iteration how our extrinsic

information is growing with this a-priori information that will give us some clue about the

performance of turbo code at waterfall region.
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Inputs and Qutputs of a soft-input, soft-output (SIS0 turbo decoder

@ For turbo iterative decoding, the extrinsic information from one
decoder is fed as a-priori information to the other decoder.

@ Initially, the decoder has no a-priori information about the
information bits.

So as | said initially we do not have any a-priori value, but subsequently after one half iteration

extrinsic informations are generated and that is passed on as a-priori value.
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Inputs and Qutputs of a soft-input, soft-output (5150) turbo decoder

@ For turbo iterative decoding, the extrinsic information from one
decoder is fed as a-priori information to the other decoder.

@ Initially, the decoder has no a-priori information about the
information bits.

@ With increasing iterations, only input to the decoder that is
changing is the a-priori information.

To this soft-in, soft-output decoder. And again | emphasize the only thing changing with iteration
are these extrinsic values and a-priori value. So if you want to track how your turbo decoder is

working with iteration you need to track these two quantities.
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Inputs and Outputs of a soft-input, soft-output (5150) turbo decoder

@ For turbo iterative decoding, the extrinsic information from one
decoder is fed as a-priori information to the other decoder.

@ Initially, the decoder has no a-priori information about the
information bits.

@ With increasing iterations, anly input to the decoder that is
changing is the a-pricti information.

And we are going to talk about what are the various measures that we can use to track these two

guantities.
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@ Basic idea of convergence analysis is to track how extrinsics
information evolve with increasing iterations

So basic idea of convergence of turbo code or convergence analysis of turbo code is to track how
these extrinsic information are evolving with increased iteration. So if you feed in better a-priori

value, how is your extrinsic information evolving?
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@ Basic idea of convergence analysis is to track how extrinsics
information evolve with increasing iterations.

@ For a given Ey, /Ny, convergence analysis methods relate a parameter
related to the extrinsic information of the turbo decoder to a
parameter related to the a-priori information ot the turbo decoder.

So what we do is for a fixed signal to noise ratio we have a set of received value. So what we do
IS we try to relate a parameter which is related to the extrinsic information of the turbo decoder
and we try to relate it to a parameter which is related to the a-priori information. As I said in this
soft-input, soft-output decoder only thing changing is this a-priori information and this extrinsic

information.

So we want to track how these extrinsic information and a-priori information are growing with

iteration. So what we are going to do in this convergence analysis is we are going to
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@ Basic idea of convergence analysis s to track how extrinsics H
information evolve with increasing iterations

@ For a given E,/M,, convergence analysis methods relate 3 parameter
related to the extrinsic information of the turbo decoder to a
parameler related Lo the a-prior infarmation of Lhe Lurbo decoder.

Track a parameter which is related to the extrinsic information and we will see how that
parameter will change when a parameter at the input side which is the a-priori value is also

change.
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@ Basic idea of converpence analysis is to track how extrinsics
infarmation evolve with increasing iterations

@ For a given Ep/ Ny, convergence analysis methods relate a parameter
related to the extrinsic information of the turbo decoder to a
parameler related o the a-prion information of the turbo decoder.

@ For asymplolically large block lenglhs, Lhe smallest channel SNR for
which iterative decoding converges is known as the ferative
ck‘('c)df'ng throsheld

And for an asymptotically
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@ Basic idea of convergence analysis is to track how extrinsics
infarmation evolve with increasing iterations

@ For a given Ep/ Ny, convergence analysis methods relate a parameter
related to the extrinsic information of the turbo decoder to a
parameler related ta the a-prion infarmation of the Lurbo decoder.

@ For asymplolically large block lengths, the smallest channel SMR Tor
which iterative decoding caonverges is known as the ferative
decoding throshold,

Large block size the smallest channel SNR for which iterative decoding algorithm converges is
known as decoding threshold, so this iterative decoding threshold will be away from your

channel capacity typically.
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@ Basic idea of convergence analysis is to track how extrinsics
infarmation evolve with increasing iterations

@ For a given Ey/ Ny, convergence analysis methods relate a parameter
related to the extrinsic information of the turbo decoder to a
parameter relabed Lo the a-prion information of Lhe turbo decoder.

@ For asymplalically large block lenglhs, the smallest channel SNR for
which iterative decoding converges is known as Lhe erative
fk!('udr'ng threshialef

@ Convergence analysis methods provide a tool to compute
convergence thresholds for concatenated coding schemes using
iterative decoding.

Now this convergence analysis tool is a very, very powerful tool to analyze these kinds of
iterative decoding algorithm, it gives us tool to analyze the performance of concatenated schemes
that use iterative decoding algorithm, it gives us tool to design our constitute encoder, it gives
tools to design our punctuating pattern so it is a very, very interesting tool for analysis in the

waterfall region.
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asures for convergence analysis of turbo codes

@ SNE [1].
@ Density evalution [2].
@ EXIT charts |3

1. H E Gamal et al., ”)\n:-lly{ing the turbo decader u:.inh Lhe
Gaussian appﬂjxlmaﬁmn," IEEE Trans. Inform T|'1!,-ur\,-, vol, 47, pp
671-6b8b, Feb 2001

2. D Divsalar et. al, "lterative Turbo Decoder Analysis Based on
Density Evolution,” IEEE J5AC, vol. 19, pp. 891-907, May 2001

3. 5. ten Brink, "Convergence behaviour of iteratively decoded parallal
concatenated codes,” IEEE Trans. Comm., wol. 49, Oct 2001.

So as | said there are three popularly known techniques for convergence analysis.
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Measures for convergence analysis of turbo codes

@ SNE [1].

@ Density evalution [2].

@ EXIT charts |3

1. H E Gamal et al., ”)\n:-lly.cing the turbo decader u:.inh Lhe
Gaussian apm_:xlmuhun," IEEE Trans. Inform T|'1!,-ur\,-, vol, 47, pp
671-686, Feb 2001

2. D Divsalar et. al, "lterative Turbo Decoder Analysis Based on
Density Evolution,” IEEE JSAC, vol. 19, pp. 891-907, May 2001

3. 5. ten Brink, "Convergence behaviour of iteratively decoded parallal
concatenated codes,” IEEE Trans. Comm., wol. 49, Oct 2001.

And as | said the idea of these techniques is the track one parameter which is related to the
extrinsic information and track the same parameter related to the a-priori information, so this

technique by EI Gamal
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Measures for convergence analysis of turbo codes

@ SMNR [1]. b
@ Density evolution [2].
@ EXIT charts IRJ.

1. H E. Gamal et. al., "Analyzing the turbo decoder using, the
Gaussian appraximation,” |[EEE Trans, Inform. Theory, vol, 47, pp
671-08b, Fob 2001.

2. D. Divsalar et. al, “lterative Turbo Decoder Analysis Based on
Density Evolution,” 1IEEE JSAC, wal. 19, pp. 891-907, May 2001

3. 5. ten Brink, "Convergence behaviour of iteratively decoded parallel
concatenaled codes,” IEEE Trans. Comm., wal. 48, Oct 2001.

Makes use of Gaussian approximation and it tracks the signal to noise ratio so it tracks the signal
to noise ratio of the extrinsic information and observes how this SNR extrinsic information

grows when you change the SNR of the a-priori information. In the density
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Measures for convergence analysis of turbo codes

o SNRJI] |
@ Density evolution [2].
@ EXIT charts [3].

1. H. E. Gamal et. al., "Analyzing the turbo decader asing the
Gaussian approximation,” |[EEE Trans. Inform. Theory, vol. 47, pp
671-686, Feb 2001

2. D, Divsalar et. al, “lterative Turbo Decoder Analysis Based on
Density Evolution,” IEEE JSAC, wol. 19, pp. 891-907, May 2001

3. 5. ten Brink, "Convergence behaviour of iteratively decoded parallel
concalenaled codes,” IEEE Trans. Comm., wval. 49, Oct 2001.

Evolution method by Divsalar and others they actually see that density of this extrinsic

information how does that grow with iteration.
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Measures for convergence analysis of turbo codes

@ SNR [1]. E
@ Density evolution [2].
@ EXIT charts |_3].

1. H. E. Gamal et. al., "Analyzing, the turbo decoder using, the
Gaussian apprommation,” |EEE Trans. Inform. Theory, wvol 47, pp
671-086, Feb 2001.

2. D. Divsalar et. al, "lterative Turbo Decoder Analysis Based on
Density Evolution,” IEEE JSAC, vol. 19, pp. 891-907, May 2001

3. 5 ten Brink, "Convergence behaviour of iteratively decoded parallel
concatenaled codes,” IEEE Trans. Comm., val. 49, Oct 2001.

And this approach of Ten Brink which is known as extrinsic information transfer chart, it uses
mutual information as a parameter to observe how with iteration your extrinsic information is
growing, and these are the three references, the first one corresponding to this SNR technique,
the second one corresponding to this density evolution technique and third corresponds to this

exit chart technique. So the El Gamal’s approach is based on Gaussian approximation
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@ This method is based on Gaussian approximation of the cutput
extrinsic information.

Of this output extrinsic information, so note there are two inputs to my soft inputs output
decoder, one which | am referring by Z which is the channel received L values, the second one is
this a-priori values and there are two outputs, one is this extrinsic information and the other one
is this APPL values, if | take a hard decision on that what | get is my decoded bits.
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@ This method s based an Gaussian approsimation af the autput
exkrinsie information

@ The Gaussian approximation allows characterization of the turbo
decoder by its SNR.

Now we are using this Gaussian
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El-Gamal's approach
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@ This method s based on Gaussian approgimatian of the ot pot
extrinsic information

@ The Gaussian approximation allows characterization of the turbo
decoder by its SME.
@ For an AWGN channel,

L2=x+ 1

where z 15 the received channel value, x is the transmitted bit [ L
1), and n is Gaussian distributed with zero mean and variance Ny /2.

Approximations so assume so we have one Gaussian channel
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El-Gamal's approach
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@ This method s based on Gaossian appraxmation of the ont et
axtrinsic information

@ The Gaussian approximation allows characterization of the turbo
decoder by its SME.

@ For an AWGN channal, Vo4 }‘{
L =X 1

—

where z 15 the received channel value, x is the transmitted bit [ L
1), and n is Gaussian distributed with zero mean and variance N /2.

So if x was a modulated signal and n is my Gaussian noise so what | received is Z.
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El-Gamal's approach

- Th\" |I:)f-_'.-|il‘l‘.|i|'|fll"i or l —values are ﬁ'i-lli"llli-i'f‘d ELN

in plzlx = +1) i plu = +1)
plzlx = -1} plu=-1y
where u{= =1} rapresents an information bit.

Now the likelihood ratio of Z
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El-Gamal's approach

@ The log-lkelihood or L-values are calculated as:

plzix = +1) plu = +1)
In —a(zx 1) A In p—{u Iy

where u{— =1) represents an information bit.

We can write it like this, similarly this a-priori information the L value of that I can write it like

this.
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@ The log-likelihood or L-values are calculated as:

pilz|x +1) . pf_\rl | 'I_j
|r1 plz|x 1) =) plo = 'I)'

where w— L1) represents an information bit

@ For |:-1rp_'.|" hltll"k\'i?l‘;‘ﬁ, the prr:hahi“t_\r dlsirihufinn uf the A- e
L-values pa, are assumed to be Gaussian. |n particular, the a-prior
L-value A can be modeled as

A—pa - vu+na

where the na is a zero mean Gaussian random variable with variance
<:rf] that satisties the following condition

3
i . .
fiA 2”' : (consistency condition)

Now for large block sizes this a-priori distribution is
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@ The log-likelihood o L-vahies are calculated as:

=R =EIF o st

iz x 1) p-{-u _ﬁ i
where w{ — L1} represents an information bit
@ For large blocksizes, the prahahility distribution of the a-prion
L-walues pa. are assumed to be Gaussian. In particular, the a-priori
L-value A can be modeled as S

— Fr_ﬂ_luﬂ-u 'I'J_,n,_)

where the na is a zerc mean Gaussian random variable with variance
c:ri that satisties the following condition

2
[ » ik
IJM '; J {consistency condition)

—_—

Assumed to be Gaussian, so we model this a-priori L value in this particular way in this El
Gamal’s approach so in EI Gamal’s approach we modeled our a-priori information as Gaussian
and we generate it like this A is pA times input + some Gaussian noise, and they have also
observed what they call consistency condition so they assume the mean and variants are related
in this particular fashion.

So what happens is if you make this Gaussian assumption and you make this assumption that
mean and variants are related then you essentially need to track only one parameter. So you for
example with just a mean you can track your Gaussian distribution, because mean and variants

are related.
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@ [he a-priori information at the input ot the decoder can be
characterized by input SNR,

SRy =4 _ 1

A [
2

Now similarly we can define input
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@ The a-priori information at the input of the decoder can be
characterized by input SNK,

—_—

Hi _ Ha
SNR, = =% = —
rjﬁ ) 2 L

SNR of the a-priori information, this is m a% 6> now o°/ 2
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@ The a-priori information at the input of the decoder can be
characterized by input SNK,

Hi _ Ha
!SNR, L 3
rjﬁ ) 2 L

Is m A so our input SNR is given by the mean of the a-priori information divided by 2.
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@ [ he a-priori information at the input of the decoder can be
characterized by input SNR.

)
SR, =”_§= #a
”A 2

@ The extrinsic information at the output of the decoder can be
characterized by output SNR calculated as follows
Fu = Q(+/{25NRn))

where P, is Lhe bil error probability of the esitrinsic informalion ab
the cutpul of 3150 decoder.

And since our output is approximated as Gaussian so we can calculate




(Refer Slide Time: 12:46)

El-Gamal's approach
@ | he g-priori information at the input of the decoder can be
characterized by input SNR,

a
SNR, = L& _ 14
5 2 L

@ The extrinsic information at the output of the decoder can be
characterized by output SNR calculated as follows

O =)

where P, is the bil error probability of the extrinsic informalion al
Lhe autput af 5150 decoder.

The output probability of error as the function of output SNR; they are related to using this Q

function.
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El-Gamal's app

@ The a-priori information at the input of the decader can be
characterized by inpul SNR,

SNR; ﬁ B
T z
@ The extrinsic information at the output of the decoder can be
characterized by output SMR calculated as follows
F. = ({/(25NRy))

where Py is the bit error probability of the extrinsic information at
the autput of 5150 decoder.

@ Viewing SMR, as a function of Ep/ Np, and SNR;, the transfer
characteristics of the decoder can be written as,

“SNRy = T(SNR;, £/ No)

Now so what we can do is we can write this output
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El-Gamal's approach

@ The a-priori information at the input of the decoder can be
characterized by inpul SMNR,

J2 '
SNR; — &4 _ B4
T4 Z
@ The extnnsic information at the output of the decoder can be
characterized by output SMR calculated as follows

2= Q[ \f{ZENRU,'I]
where B, is the bit errar probability of the extrinsic information at
the output af 5150 decoder.

@ Viewing SMKy as a function of Egp/ Mg, and SNR;, the transfer
characteristics of the decader can be written as,

ERERETAYD

SNR in terms of input SNR and our operating signal to noise ratio, so what we can do is we can
view the output SNR of the extrinsic information as a function of input SNR of a-priori

information as well as the channel operating signal to noise ratio.
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El-Gamal's appreach

@ The a-priori information at the input of the decoder can be
characterized by inpul SNR,
2
I A
SNR; - £4 - Fa
[ pr 2
@ The extrinsic information at the output of the decoder can be
characterized by output SMR calculated as follows

Fe = Q( \,’J’m]

where P, is the bit error probahility of the extrinsic information at
the output of 5150 decoder.

@ Viewing SMNR; as a function of Ep/Np, and SNR;, the transfer
characteristics of the decoder can be written as,

S e remam

So this is crucial so this is basically what | call the transfer characteristics of the decoder because
my decoder is a function of a-priori inputs as well as channel received values. Now a channel
received value is a function of channel operating SNR and what | get a-priori information is a
function of a-priori input SNR, so | can view my SNR of the extrinsic information, | can view
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El-Gamal's approach

@ The a-priod infarmation at the input of the decoder can be
Characteneed by mpul SMNE,
“:‘ Hha
SNR, = —j‘ ==
[ 2
@ The extrinsic informatian at the autput of the decoder can he
characterized by autput SMR calculated as fallows

|“'. = G'I: '\.-'f{E':IINHu.)}

where Py s Lhe bit error probability of the extrinsic information al
the antput of SIS0 decoder.

@ Yievang SMHg as a lunclion of Eg/ Mg, and SME,, the Lransier
charactersistics of the decoder can be written a5, e

o — - -
SMRp|— T{SMR;, By Ny

It as a function of input SNR of a-priori values as well as channel operating channel signal to
noise ratio. So this relation characterizes how my decoder will behave because remember with
iteration your extrinsic information is changing as a function of a-priori value and what is your

operating channel SNR, so this transfer function
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El-Gamal's approach

@ The a-priod infarmation at the input of the decoder can be
Characteneed by mpul SMNE,

.”? Hha
SNR, = —j‘ ==
[ 2
@ The extrinsic informatian at the autput of the decoder can he
characterized by autput SMR calculated as fallows

|“'. = G'I: '\.-'f{E':IINHu.)}
where Pa o the bil error probability of the extrinsic mformation al
the antput of SIS0 decoder.

@ Yievang SMHg as a lunclion of Eg/ Mg, and SME,, the Lransier
charactersistics of the decoder can be written a5,

= — - -
HNRf. T[.‘E‘NR.‘- E.'n""""'l'l;I

Will give me how my decoder this soft input, soft output decoder how it will perform as a
function of a-priori value and the channel operating SNR.
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Transfer characteristics of a SISO decoder

Step L @ For a given SNH Ep /My, the distribution of a-prior L-value is
menerated far a particular mean jog, and transmitted hits o

So then how do we draw the transfer characteristics for a given signal to noise ratio, the
distribution of a-priori L values is generated for a particular mean new way and transmitted bit

you.
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El-Gamal's approach

@ The a-priar infarmation at the input of the decoder can he
characierized by mpul SNR,

_Ma_ pa
SHE, = = 5

@ The exrrinsic information at the autput of the decader can he
characterized by autput SMRE caloulated as fallows

| = QI: -\,II::EENHHJ}

where 7, = the bib error probabilily ol the extrinsic information at
the autpurt of SIS0 decoder.
@ Wiewing SMRo as o lunclion al Eq/ My, and SNER,, the transfer

characteristics of the decodar can be written as,
- e -

— — Ea
SMRp|— T{SNR,, £/ )

How? We know that
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El-Gamal's approach

& | he o-prion information at the input of the decoder can be
characterized by input SMNR,

JENR;
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# The log-likelihoad or L-values are calculated as:

plzix — +1) plo — +1)
Moz — 1) Mg 1)

where of = =1} represents an information bit.

@ For large blocksizes, the probability distribution ot the a- priori
[-values @y, are assumed to be Gaussian, In particalar, the a-prioe
L value A can be modeled as — =

- ]_I Hau n,g) ﬁ.-:::

where Lhe g s @ zere mean Gaussian random variable with variance
.F.I'jL that satisfics the follewing conditicn

.
3 r

g = =2 [y (consistency condition)
=

—=

. L

We are modeling our a-priori information like this and of course we are assuming consistency

condition, so the mean and variants of the mutual the a-priori information is related like this.
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# The log-likelihoad or L-values are calculated as:

plzlx — +1) plu — +1)
Z Inpl:'.'|.h' ¥ A Inp{.u Iy

where of = =1} represents an information bit.
@ For large blocksizes, the probability distribution ot the a- priori
[-values @y, are assumed to be Gaussian, In particalar, the a-prioe
L valus A can be modeled as
] A — jrawd n,x,) =
where Lhe g s @ zere mean Gaussian random variable with variance
"-"i that satisfics the follewing conditicn

F 5
= %7 o (consiEtency condition)
-3
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Transfer characteristics of a SISO decoder

Step 1 : For a given SME Ep/ My, the distribution of a-prion Lwalue is
menerated for a particular mean jog, and transmitted hits o

Step 2 ; .EISD MAP decnder module is simulated The inputs te the
5150 module are the channel Lovaloes, and the a-pricd Lovalue
generated in Step 1.

So next step is we simulate a soft input, soft output decoder so we feed in these two input, one is

this channel received SNR, other is this a-priori information.
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Transfer characteristics of a SISO decoder

Step 1 : For a given SME Ep/ My, the distribution of a-prion Lwalue is
menerated for a particular mean jog, and transmitted hits o

Step 2 ; .EISD MAP decnder module is simulated The inputs te the
5150 module are the channel Lovaloes, and the a-pricd Lovalue
generated in Step 1.

Which we have modeled as Gaussian. We feed these two inputs to the decoder and what comes

out as output are these extrinsic values.



(Refer Slide Time 15: 58)

ol = a = O Ll e e FL N, RO 'ulj
Flad »TEmWmnA ﬂ.l{.:l' salEEEES S EE | | W e 2

Transfer characteristics of a 5150 decoder

Step 1 ; For a piven SNR FI_,N._, the distribution of a-prion L-value iz
generated for a particular mean i, and transmitted bits w.
Step 2 0 A CBIS0 MAP decoder module is simulated. The inputs to the
5150 module are the channsl L-valuss, and Lhe a-prion L-value
menerated in Step 1

Step 3

. The mean, ug. of the extrinsic information generated in step 2 is
caloulated. -

And we compute the mean of the extrinsic values.
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Step 1 ¢ For a given SNR Eg /My, the distribution of a-prion L-value is
generated for o particular mean joq, and transmitted bits w.
Step 2 0 A SIS0 MAP decoder module is simulated. The inputs to the

SIS0 module are the channel L-values, and Lhe a-pricn L-value
meneratad in Step 1

Step 3 o The mean, we. of the extrinsic information penerated in step 2 is
caleulated.

Step 4 @ The mean jig is varicd from zera ta a large number and the stops
1 3 are repeated.

Now we know that our signal to noise ratio because we are making Gaussian assumption of
signal to noise ratio is related to the mean now as | said with iteration my a-priori information is
changing so now are going to change the
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Transfer characteristics of a 5150 decoder

Step 1 ¢ For a piven SNR By /M. the distribution of a-prian L-value is
generated for a particular mean ps, and transmitted bits w.

Step 2 ¢ A EIS0 MAP decoder module is simulated. The inputs ta the
SIS0 module are the channel L-values, and Lhe a-prion L-value
menerated in Step 1

Step 3 0 The mean, pe. of the extrinsic information generated in step 2 is
calculated.

Step 4 : The mean iy is varicd from zera ta a large number and the steps
1.3 are repeated.

Mean of the a-priori information and then we will against simulate this soft input, soft output
decoder and we will try to see what happens to the extrinsic information mean, how much it is

growing with change in input a-priori information mean.
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Step 1 ¢ For a given SNR Eg /Wy, the distribution of a-prian L-value is
generated for a particular mean jis, and transmitted bits w.

Step 2 0 A SIS0 MAP decoder module is simulated. The inputs to the
SIS0 module are the channegl L-valuss, and Lhe a-prion L-value
menerated in Step 1

Step 3 0 The mean, pe. of the extrinsic information generated in step 2 is
calculated.

Step 4 The mean i is varied from zera ta a large number and the steps
L 3 are repeated. = .

So this process is done, so we repeat this by varying our a-priori information mean.
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Transfer characteristics of a SISO decoder

Step 1 0 For a given SMR Fy /My, the distribution of a-prion L-value is
generated for a particular mean g, and transmitted bits w.

Step 2 0 A BIE0 MAFP decoder medule is simulated. The inputs to the
SIS0 madule are the channel L-values, and Lhe a-prion L-value
menerated in Step 1

Step 3 0 The mean, e, of the exthinsic information generated in step 2 is
calculatad.

Step 4 0 The mean jig is varied frem zera to a large number and the steps
1.3 are repeated,, v

Step 5 @ The set of [Sﬁﬁ;, SNRn} tor ditferent values of 1, is plotted. This

1

is then used a5 TRe transler characterslics fge the SISO madile for
that particular cade, and channal SME B,/ M.

And finally what we do we plot this input, output relation for a particular channel SNR so this is
my input a-priori SNR, this is the extrinsic information SNR, we plot it for a particular value of
signal to noise ratio, and this is my transfer characteristic for that particular decoder which is a
function of channel operating SNR and of course it is a function of the constituent encoders that |
have used.
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Transfer characteristics of a 5150 decoder

Tiambworpinaiion sin o e e

So here basically I have plotted with red curve, | have plotted transfer characteristics of one such
code, it is a eight state code, what I have here at the input side is SNR of a-priori information and
what | have here on the output side is SNR of the extrinsic information and this is how my, so
initially 1 do not have any a—priori knowledge, the extrinsic information will this, this is the
amount of extrinsic information which is generated. So this was, this transfer characteristics will

tell me if | have a particular input a-priori information.

Then what is the corresponding extrinsic information SNR, and for comparisons sake | have
drawn this line which is the SNR in equal to SNR out. Now if you have a symmetric turbo code
you obviously would like your transfer characteristics to be above this line.
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Threshold Calculation

Step L ¢ For a particular Es/ N, plot the transter characteristics of 5150

decoder for two constituent encoders an 3 reverse set of awes

Now how do we compute, how do we use this transfer characteristics to compute the decoding
threshold? So how do we find out this SNR, minimum SNR under which our reiterative
algorithm will converge, so for that we need to do this threshold computation, so how do we do

this threshold computation?
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Threshold Calculation

Step 1 : For a particular Epd Na, plot the transter characteristics of SIS0
decoder for two constituent encoders on A reverss st of axes

So for a particular signal to noise ratio we plot the transfer characteristics of this soft input, soft
output decoder, we plot them on reverse set of axis’s. Now what do | mean by reverse set of
axis’s? So for the first my SNR in is on X axis and SNR out is on the Y axis. Now for the second
decoder my SNR in is on the Y axis, and SNR out is on the X axis. Now why do | do this,
because the extrinsic information of first decoder is input to the second decoder so SNR out of
the first decoder becomes SNR in of the second decoder and that is why I put this SNR in second

decoder as Y axis, and the SNR out

Of the second decoder is SNR in for the first decoder because the extrinsic information from the
second decoder is coming as input to the as a-priori input to the first decoder and that is the

reason | plot these transfer characteristics on reverse axis’s.
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Threshald Calculation

Step 1 ¢ For a particular Bq /0, plot the transfer charmeteristios of 5150
decoder for twn constituent eneoders an a roverse 5ot of axes

Step ? o IF a tunnel exists, the channel SNR F, /M s reduced until the
transter characteristics touch or cros each other.

Now if these transfer characteristics do not cross there is a tunnel in the sense they do not touch
each other then what we do is, the channel operating channel SNR is reduced until these transfer
characteristics just about touch. So what is the effect of channel SNR? So as you reduce the
channel SNR these transfer characteristics which have been plot on reverse axis, they come
closer when you reduce the channel SNR so the smallest SNR for which there is still a tunnel

that is your decoding threshold for that particular code.
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Ihreshold Calculation

Step 1 @ For a particular Eq/ Ny, plot the transfer characteristics of 5150
decader for lwo consliluenl encaders an a reverse sel of axes.

Step 2 0 IF a tunnel exists, the channel SNR Ey /N s reduced until the
. —i
transfer characterstios tauch or cross each other



(Refer Slide Time: 21:36)

Threshold Calculation

Step 1 : For a particular Eg/ Na, plot the transter charactaristics of 5150
decoder for two constituent encoders on a reverse set of axes.

Step 2 : If a tunnel exists, the channel SNR £/ N is reduced until the
transfer characteristics touch or cross each other.

Step 3 ¢ IF the transfer charactenstics touch or cross each nthr:_r_ the
channel SNE £,/ Mg 15 increased until a tunnel exists,

So if that transfer characteristic touch across each other then what we need to do is we need to

increase SNR until there is a tunnel, still a tunnel.
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Threshold Calculation

Step 1 @ For a particular Ex/ Ny, plot the transter characteristics of 5150
decoder for two constituent encoders on a reverse set of axes.

Step 2 : If a tunnel exists, the channel SMR E, /Ny is reduced until the
transfer characteristics touch or cross each other.

Step 3 ¢ If the transfer charactenstics touch or cross each other, the
channel SNE Ey /Ny is increased until a tunnel exists.

Step 4 ¢ The smallest channel SNR £,/ Ny for which the transfer

characteristics do not touch and a tunnel exists is the convergence
threshold for that particular code.
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Threshold Calculation

Step 1 : For a particular £n/ Ny, plot the transter characteristics of 5150
decoder for two constituent encoders on a reverse set of axes.

Step 2 If a tunnel exists, the channel SNR Eg /Ny is reduced until the
transfer characteristics touch or cross each other.

Step 3 ¢ If the transfer charactenstics touch or cross each other, the
channel SNR Ex/Np is increased until a tunnel exists.

Step 4 : The smallest channel SNR E. /Ny for which the transfer

characteristics do not touch and a tunnel exists is the convergence
threshold_for that particular code. =
——

_—

So the smallest channel SNR for which these two transfer characteristics which have been
plotted on reverse axis, they do not touch and a tunnel exist is basically the convergence
threshold for that particular code, so that would give the SNR minimum SNR under which that
particular code will converge and it will have a waterfall kind of behavior if you take large

enough block size.
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Threshald Calculation

Ferm i) ez code

This is one example, now note here this is plotted for channel operating SNR of -0.2 db so this is
in red curve with my decoder one and in blue color we have decoder two, note that these two are
crossing each other so there is no tunnel.
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['hreshold Calculation
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Now same port, now | increase my SNR and | made it 0.2 db, now you can see there is a tunnel
between them there is a tunnel, okay.
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Uecoding trajectory of a Turbo decoder

Step 1 : Fora particular Ep/Ng, plot the transfer characteristios of 5150
decoder for two constituent encoders on a reverse set of axes,

Now let us see how we can draw the decoding trajectory of a turbo decoder with the help of
these transfer characteristics.
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ding trajectory of a Turbo d

Step 1 ¢ For a particular By /Ao, plot the transfer charactenistios of 5150
decader for two constituent encaders on & reverse set of aues
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Jecoding trajectory of a Turbo decoder

Step 1 ¢+ For a particular B Mg, plot the transfer characteristios of 5150
: i r By /Ny, nsfer characteristics of 51
decoder for two constituent encoders an a reverse set of axes

So what we do is for a particular signal to noise ratio as | said we plot these transfer
characteristics of two constituent encoders on reverse set of axis’s, so for decoder one SNR in
will be on x axis, SNR out will be on y axis, whereas for decoder two SNR in will be on y axis

and SNR out will be on x axis.
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Deco

Step 1 ; For a particular By /Ay, plot the transfer characteristies of 5150
decoder for two constituent encoders on a reverse set of axes

Step 2 0 For a given En/ Ny, initially SNR; = 0 corresponding to the first
iteration of decoder 1, we determine the resulting SNR, (vertically)
using the Lransfer characlerislics Tor decoder 1.
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Decoding trajectory of a Turbo de

Step 1 ¢ For a particular By /A, plot the transfer characteristies of 5150
decoder for two constituent encoders on 3 reverse set of axes

Step 2 . For a given En/ Ny, initially SNR; = 0 corresponding to the first
iteration of decoder 1, we determine the resulting SNRy (vertically)
using the Lransfer characlerislics for decader 1.

So initially because you do not have any a-priority knowledge about the information bits so
initially the, a—priory SNR is zero.
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Decoding trajectory of a Turbo decoder

Step 1 For a particular B,/ Mg, plot the transfer characteristics of 5130
decoder for two constituent encaders on & reverse set of axes,

Step 2 © For a given Ey/Ny, initially SNR, = 0 correspending to the first
iteration of decoder 1, we determine the resulting SNRy (vertically)
using the transfer characteristics for decoder 1.

And this corresponds to and so we are first going to look at the transfer characteristics for the
first decoder, so input we will give zero so we will try to see what is the output extrinsic SNR

corresponding to this decoder one.
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Decoding trajectory of a Turbo decoder

Step 1 : For a particular By /Np, plot the transfer characteristios of 5150
decader for two constituent encaders on a reverse set of axes

Step 2 : For a given Eg/ My, initially SME; = 0 correspending to the first
iteration of decoder 1, we determine the resulting SNRy (vertically)
using the Lransfer characlenstics for decoder 1.

—_—

So we determine the resulting output SNR which we look vertically for using the transfer
characteristics for decoder one.
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Decoding trajectory of a Turbo decoder

Step 1 : For a particular B/ My, plot the transfer characteristics of SIS0
decoder for wo conslituenl encoders on a reverse sel of axes,

Step 2 0 For a given £,/ Ny, initially SNE; — 0 corresponding to the first
iteration of decodar 1, we determine the resulting SMEg (vertically)
using the transter characteristics for decoder 1.

Step 3 © Since the extrinsic information at the output of decoder 1 becomes
the a-priori information at the input of decoder 2, the value of SNR;
from decoder 1 becomes SMR; for the first iteration of decoder 2,
and Lhe resulting SNRy for decoder 2 is determined (horizontally)
using the transter characteristics for decoder 2.

Now as | said since the extrinsic information from the first decoder is actually a—priory value for

the second decoder so what we are going to do is that particular extrinsic information will now
become SNR in for the decoder two.
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Decoding trajectory of a Turbo decoder

Step 1 : For a particular £/ Ny, plot the transfer characteristics of SIS0
decoder for two consliluent encoders on a reverse sel of axes.

Step 2 ¢ For a given Ep/ Mg, initially SNR; — 0 corresponding to the first
iteration of decoder 1, we determine the resulting SNEq {vertically)
using the transter characteristics for decoder L.

Step 3 : Since the extrinsic information at the output of decoder 1 becomes
the a-pricri information at the input of decoder 2, the value of SNR;
from decoder 1 becomes SNR, for the first iteration of decoder 2,
and Lhe resulling SNRp for decoder 2 s determined (horizontally)
using the transter characteristics for decoder 2.

So the SNR out that we got from the transfer characteristics of decoder one that is our new a-
priory SNR in for decoder two. Now we are going to look at the transfer characteristics of
decoder two and we are going to go horizontal and find a point corresponding to that particular
a—priory SNR, what is the output SNR?
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Decoding trajectory of a Turbo decoder

Step | : For a particular Ep/ Ny, plot the transfer characteristics of 5150
decader for lwo conslituent encoders on a reverse sel of axes.

Step 2 @ For a given £/ My, initially SNE; - 0 corresponding to the first
iteration of decoder 1, we determine the resulting SNRg (vertically)
using the transfer characteristics for decoder 1.

Step 3 : Since the extrinsic information at the output of decoder 1 becomes
the a-pricr information at the input of decoder 2, the value of SNRy
from decoder 1 becomes SNR; for the first ileration of decoder 2,
and Lhe resulting SNRy for decoder 2 1 determined (horizontally)
using the transter characteristics tor decoder 2.

Step 4 : This procedure is repeated to trace the trajectory of iterative
decading.

And this process we are going to repeat to draw the decoding trajectory of turbo decoder.
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Decoding trajectory of a Turbo decoder

Step 1 : For a particular E,/ My, plot the transfer characteristics of 5150
decoder for Lwo conslituent encoders on a reverse set of axes.

Step 2 : For a given Eu/ My, initially SNI; - U corresponding te the first
iteration of decoder 1, we determine the resulting SNEq {vertically)
using the transter characteristics for decoder 1.

Step 3 Since the extrinsic information at the output of decoder 1 becomes
the a-pricr information at the input of decoder 2, the value of SMNE;
from decoder 1 becomes SMNR, for the first iteration of decoder 2,
and the resulting SNRy for decoder 2 is determined (horizontally)
using the transter characteristics for decoder 2

Step 4 © This procedure is repeated to trace the trajectory of iterative
decoding.

Step 5 CIF a tunnel exists betwesn the two transfer charactensties, ilerative
decading converpes

If while drawing this decoding trajectory our decoding trajectory does not get stuck, our
decoding trajectory will not get stuck if there is a tunnel and if there is these transfer
characteristic cross each other than our decoding trajectory will get stuck.
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Decoding trajectory of a Turbo decoder
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So this an example, so | have this with red that you see that is the transfer characteristics of the
first decoder, this is decoder one this is the transfer characteristics of decoder one, and what you
see in blue is the transfer characteristics of decoder two. They are the same encoder this is a
symmetric turbo code | am considering, so how do | start? So initially I will look at the transfer
characteristics of the first decoder, this is where | will look so initially I do not have any a-priory
knowledge, so I will start from this point and | am looking at this curve so this is my extrinsic

SNR corresponding to zero input.

Now note that this extrinsic information that we are getting from decoder one is going to be the
a—priory information for decoder two so then what we will do, so we will now look at this curve
which is transfer characteristics of decoder two. For decoder two this side is input and this side is
output. This is input and this is output so we will look here and we will look horizontally so this
is the point, so this is the point corresponding to SNR out corresponding to decoder two. Now

note this extrinsic information is getting fed as a—priory information to decoder one.
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Decoding trajectory of a Turbo decoder
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So we will look at decoder one classified characteristics and this is the point, so you can see | am
going like this, you see this is how basically my decoding trajectory of my turbo decoder is

happening.
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Uensity Evolution

@ This method is based on tracking the actual densities of the extrinsic
information during each hall ileration.
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Now what would have happened if this, these curves would have got crossed? So let us look at
scenario, let us say | had some curves which are like this, so let us say this is my decoder one and

this is my decoder two, then would have happened is so | would have initially started with zero, |

have got this, then I got this
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Let me draw slightly better transfer characteristics, so one second, so you draw it, let us say you
draw it like this okay, Now let us draw the decoding, so this is transfer characteristics of decoder
one, and this is transfer characteristics of decoder 2. So what happens here so you start off with
this SNR 0 point you are getting this output SNR from the decoder 1. Now this is input to the
decoder 2 so you will get to this point, then from here you will get to this point, then you get to
this point and then here you are stuck because these two graphs cross each other. So what you
will notice is if there is no tunnel then your decoding algorithm will get stuck and the extrinsic

values will not improve.
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Decoding trajectory of a Turbo decoder

R

" Decader -

Whereas if there is a tunnel existing like in this particular case you saw that with iterations your
extrinsic information is growing, and that is what we would like, so we would like to choose our
encoders in such a way such that they match up in a way that there is a tunnel if we plot the

decoding trajectories on reverse axis.
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Density Evolution

@ | s method s based on tracking the actual densities of the extrimsic
information during each hall iLeration. '

This was the method of ElI Gamal now the method of Divsalar, they actually use the actual

densities of the extrinsic information and they track it
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Density Evolution

a | his method s based on tracking the actual densities of Lthe exirinsic
infermation during each hall iteration.

@ Generate input a-prios distribution based an the obsered extrinsic
information distributiaon.

For finding out how it is growing with iteration. So they generated some input a-priori

distribution based on observed extrinsic information.
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Density Evalution

@ This method is based on tracking the actual densities of the extrinsic
informatinn during each half iteration

@ Geperale inpul a-prion distribolion based on Lhe ebsered exlrinsic
infermation distriluLion.

@ Simulate 5150 decader, and from the generated extrinsic
infermation find the distribution of the extrinsic information

@ The a-prionfecrinsic informalion can be characierized by Lhe
MR, /SNRy, where mean and variance of the a-prio /extrinsic
information is caleulated empirically

And then they simulate the soft input, soft output decoder using this generated distribution of a-
priori information, and they find out the distribution of the extrinsic information. And similarly
they characterized the SNR of the input distribution as well as the output distribution using
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Density Evolution

This method is based on tracking the actual densities of the extrinsic
informatinon during each half iteration

Generale inpul a-prioe distribution based on Lhe observed extrinsic
informa Lion disbrlbulion.

Simulate 5150 decoder, and from the generated extrinsic
infnrmation find the distribution of the cxtrinsic infoarmation.
@ The a-price/edrinsic informalion can be characlerized by the

SNR;/SMRy, where mean and variance of the a-prichi /extrinsic
informatinn is ralculated empirically

Mean and variance which was empirically computed, so they did not assumed that consistency
criteria which EI Gamal and others did, they actually used the observed density, they generated

a-priori information based on the observe distribution of the extrinsic information.
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2 butual Information is vsed 1o describe the Tlow ol extrinsic
infermation through saft in/seft cut decoders

The third method which was proposed is based on mutual information. So mutual information

was used to describe the flow of information through this soft input, soft output decoder.
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Extrinsic Information Transter Charts
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@ Mutual Intarmation is used to describe the tlow of extrinsic
information through solt in/solt oul decoders,

@ The information content of the a-pricn probabilities is measured Ly
the mutual information f4—=1{U;A] between the information bits 11
and tho a-priari | -values

So there were two quantities which were described here basically one was this input mutual

information which the mutual information between the information bits and the a-priori value.
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& Mutual Intarmation is used to describe the How of extrinsic
information through soft indsolt oul decoders,

@ The infermation content of the a-prien prebabilities is measured Ly
the mutual information L4—1{:A) betwean the informatien hits U
and the a-priari | -valies A

@ The inpul mutwal Information (L A) is caleulated as:

A 2 I — o) g P = v)
i(isA 2 Qu;z_l_lf--..””“"” ) leg e o




(Refer Slide Time: 32:13)

FlEdmEs Ee e oo
For7ohmuyec@lf-+IIRNEDONEC TN temmi i

Extrinsic Information Transter Charts

@ The infarmatinn content of the cxtrinsic a-pasterion probahilities is
measured by the mutual intormation fe—I[1LE) between the
information bits U and the extrinsic L values E.

And the second term which was defined here was the extrinsic mutual information which is a

mutual information between the input bits and the extrinsic values.
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Extrinsic Information Transfer Charts

@ [he information content ot the extrinsic a posterion probabilities is
measured by the mutual infermation - =I{E] belween Lhe
infermation bits U and the extrinsic L-values E.

@ The prabahility distribution of the extrinsic L-values pg, is computed
experimentally from Mante Carle simulations. pe is then used to
calculate the output mutual intormation {{L; E).

Al o i pelE|L — )
NU; F) 5 L ] . pe(f|tf — u)log oelE) de
W=—1,14 "%

@ Viewing fp as a tunction af fy and E,/ N, the extrinsic intormation
transfer characlenstic of an encoder is defined as

]_rﬂ: T{f;. .E,-,%Nnj.

So what was done in this technique was you can view the mutual information corresponding to
the input and extrinsic value as a function of mutual information of a-priori values and
information bits, and operating signal to noise ratio. So this was the transfer function which was
considered in this extrinsic information chart that viewing the output mutual information
between the extrinsic information and the information bit as a function of mutual information

between the a-priori and the information bits and signal to noise ratio.
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Extrinsic Informatian Transfer Charts

@ An FXIT chart far a particular channel SNR 5,/ My can be formed
by platting the transfer charactaristics of the two constituent
rncaders on Feverse AaxXes

So how was exit chart created, so they plotted this transfer characteristics which was given by
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Extrinsic Information Transfer Charts

@ | he infoarmation content of the extrinsic a posterion probabilities is
measured by the mutual infermation e =1[LUE) between Lhe
infermation bits L and the extringic L-values E.

@ The prabahility distribution of the extrinsic L-values pe, is computed
experimentally from Mante Carle simulations. pe is then nsed to
calculate the output mutual information 1{U; E).

£l o [ 3
CLEHS S I CTEP T

I==1.1

=)
e(£) i

@ Viewing e as a tunction ot {5 and E,/ N, the extrinsic intormation
transfer charactenistic of an encoder is defined as

e

This, they plotted this transfer characteristics
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Extrinsic Information Transfer Charts

@ An FXIT chart for & particular channel SNR £,/ My can be formied
by plotting the transfer characteristics of the two constituent
rEOCers. On FOWRrsSe axns

For two constituent decoders on reverse axis’s
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Extrinsic Information Transfer Charts

@ An FXIT chart for a particular channel SNR F, /0y can be formed
by platting the transfer characteristics of the tea constituent
PACREATES S0 rounTse ARes

Similar to El Gamal’s technique
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Extrinsic Intarmation Transter Charts

a Ap BEXIT chart for a particalar channel SNR Eq/ Ny can be Torimed
by platting the transfer characteristics of the e constituent
EnCOlers Gi Peverse aues.

@ The EXIT chart can then be used to trace the trajectory of iterative
decoding and to determine the convergence behawior ot the
constiluent decodars,

The difference is EI Gamal used mean as SNR, here they use mutual information.
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Extrinsic Information Transfer Charts

@ An EXIT chart for a particular channel SNR Ey/ Wy can be Tormed
by plotting the transfer characteristics of the twe constituent
BNCOCETS Git FEverse anes.

@ The EXIT chart can then be used to trace the trajectory of iterative
decoding and to determine the convergence behawvior ot the
conslituenl decoders,

So very similar idea so, so these transfer functions were plotted on reverse axis’s, initially you do
not have any a-prior knowledge so then input a-priori mutual information is 0 and then after 1 of
iteration you get some extrinsic information so you have some positive mutual information, and
then you pass that as a input to second decoder and the decoding will progress if there is a tunnel

otherwise it will get stuck.
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Extrinsic Information Transter Charts

@ An EXIT chart for a particular channel SNR Eq/ 0Ny can be Tormed
by pletting the transfer charactaristics of the two constituent
BnCOUlers i reverse ases.

@ The EXIT chart can then be used to trace the trajectary of iterative
decoding and to determine the convergence behavior of the
consbiluenl decoders,

@ The cxistence of a "tunnel” implicss convergenee of itorative
decnding ’

So as | said the, whether the decoding algorithm will converge or not is, can be viewed by
plotting these transfer characteristics on reverse axis’s, and seeing whether a tunnel exist

between them or not.
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a Ap EXIT chart for a particular channel SNR Eq /Ny can be Tormed
by plotting the transfer characteristics of the two constituent
encocers on reverse axes.

@ The EXIT chart can then be used to trace the trajectory of iterative
decoding and to determine the convergence behavior ot the
consliluent decoders,

@ The cxistence of 2 "tunnel” implies convergence of iterative
deending =
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Extrinsic Information Transfer Charts

@ An EXIT chart for 2 particular channel SNR Eq/ Ay can be Torimesd
by pletting the transfer characteristics of the twe constituent
encoders on reverse anes.

@ The EXIT chart can then be used to trace the trajectary of iterative
decoding and to determine the convergence behavior of the
consliluenk decoders,

@ The existence of a “tunnel” implics convergence of iterative
decnding

@ As Lhe channel SME Ep/ My is lowered, Lhe bwo Lransier
characlenslics come closer Logether (Lhe “lunnel” narrews) until Lhe
w0 Cuives meet

Now what happens if we reduce the channel operating SNR, if we reduce channel operating SNR
then these curves come closer until a point will come when they will barely touch or they will
just touch or cross each other, so the point minimum SNR where they are still there is a tunnel
that is your threshold, decoding threshold. So we have specified various methods for tracking the
mutual information, tracking the extrinsic information and a-priori information and this can be
used to see how our constituent encoders will behave how the turbo code, turbo decoder will
behave under iterative decoding algorithm. Now what are the limitations of this analysis

approach?
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Limitations of the convergence analysis methods

a Convergence analysis is based on asvmptotically |arge blocksizes.
Practical systems use a finite blocksizes —

Now this approach assumes that we have very large block sizes, so this convergence analysis
results hold for very large block sizes but in practical systems we use small size block sizes, so
the thresholds predicted by this method may not be consistent when we use small block sizes,
and of course there are some assumptions for example in EI Gamal’s technique we use Gaussian
assumptions, we made assumption of consistency condition those conditions may or may not
hold, okay. So with this I will conclude this discussion on convergence analysis of turbo codes,

thank you.
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