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Hello now we discuss the espresso algorithm so what does espresso do?
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Espresso Algorithm-- principles

» Start from Initial cover

Provided by designer or exiracted from hardware language model
» Modify cover under consideration

Make Il prime and sredundant

Perturb cover and re-iterate until a small Iredundant cover is oblained

» Typically the size of the cover decreases

Opéeratons on limited-sze covers are fast

n

It is a heuristic strategy it starts with an initial cover which is provided by the designer so
initial cover over the set of product terms which over the set of min terms over the set of
implicants right and with this initial cover it is a cover because it covers at all the one terms
in the function right all the one product terms in the function is somehow covered by this

initial cover.

So provided by designer or extracted from Hardware language model right then we modify
the cover under consideration how do we do it we do it essentially through a series of
expansions to form prime implicants and then cover the set of once minimally right and find

the minimal cover from the prime implicants that we have found then we do reduction and



then again expand in another direction so this is the basic principle which is followed in the

espresso algorithm.

So given an expression it tries to see which terms can be reduced literally and in you reduce
literally means we can reuse the number of literals in it to form primes and then we determine
its cover reduce it and expand it another to add expand in another direction this is repeated
until a suitable solution is reached so basically what do we do we make it right by expanding

we make it prime and is redundant.

And that means then we find all the prime implicants and then we discard all the redundant
prime implicants we find a cover over primes which is not redundant with meaning that if we
remove another prime implicant it will un cover some of the ones not being covered by any
other prime implicant right so this is an redundant cover after expanding all the all the ones
to the prime implicants we form get and we obtain an e redundant cover over the function and

we then perturb the solution by this reduction step perturbs.

this is a solution using a set of prime implicants which cannot be further reduced because in
the if we had expanded in this way then it cannot be further reduced so therefore to now
obtain a better solution what do we do is to perturb the solution through a set of reductions
we will talk to have talked about all these steps in detail and then reiterate until a small

redundant cover is obtained so we often obtain good solutions however.

The solution in most cases will not be optimal this is a heuristic methodology and typically
the size of the cover reduces and we over time and we obtain a limited size cover now before
discussing the espresso algorithm in detail we need to understand how are how is the function
represented in the espresso algorithm so it is represented inside a computer using a data
structure whose abstract representation I will present here so the mean terms in the function

are represented on the vertices of a hypercube right.
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Espresso - Abstract Representation

» Minterms are represented on the vertices of a hypercube

a For every edge connecting two vertices, change in only one bit
position between adjacent minterms,

A hypsrrids wilh (v ywtaives

For example here this is a min term this is another midterm.
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Espresso - Abstract Representation

» Minterms are represented on the vertices of a hypercube

 For every edge connecting two vertices, change in only one bit
position between adjacent minterms,
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This is another midterm.
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Espresso - Abstract Representation

» Minterms are represented on the vertices of a hypercube

» For every edge connecting two vertices, change in only one bit
position between adjacant minterms,
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So this is a three variable function.




(Refer Slide Time: 04:26)

*
Espresso - Abstract Representation

» Minterms are represented on the vertices of a hypercube

» For every edge connecting two vertices, change In only one bit
position batween adjacent minterms,

A hppwrcube wth ('vew ycaliveg

And all these min terms all the eight min terms have been represented on the vertices of a
hyper cube here this is a cube or three dimension on every edge connecting two vertices for

example this edge.
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Espresso - Abstract Representation

s Minterms are represented on the vertices of a hypercube

» For every edge connecting two vertices, change in only one bit
position between adjacent minterms

A fypercude i) Sroe vansties

Here every edge connecting to what is a stay only one bit position change in only one bit

position between adjacent min terms so this one is a min term here this one is a min term.
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Espresso - Abstract Representation

» Minterms are represented on the vertices of a hypercube

» For every edge connecting two vertices, change in only one bit
position between adjacent minterms,

A hypwrcube weih ('oew vnvalvey
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Here this min term is 0 00 this min term is 0 0 1 so it has changed in only one position the
LSB position similarly if you see this one is 0 0 0 this one is 100.
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Espresso - Abstract Representation

» Minterms are represented on the vertices of a hypercube

a For every edge connecling two vertices, change in only one bit
position between adjacent minterms,

A hyyacube with ('vow yeaives

It is again change in only 1 1 position so adjacent min terms which are connected by an edge

on the cube always change by one bit position always change in one bit position.



(Refer Slide Time: 05: 27)

* N
Espresso - Abstract Representation

s For four variables two 3-D hypercubes are made and

connacted accordngly
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o For five varsables, duplicate this and connect accordingly
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Now from the three variable representation how do we represent four variables for four

variables we first obtain two three variable hypercube.
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Espresso - Abstract Representation

o Fof four variables two 3-D hypercubes are made and

connected aecordingly -
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s For five variables, duplicate this and connect accordingly
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These are to say in

three variable hypercube and then we make connections accordingly for

example this is a connection.
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Espresso - Abstract Representation

# For four varlables two 3-0 hypercubes are made and
connocted accordingly >
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o For five varables, duplicate this and connact accordngly
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So between this and this we see that only the MSB changes right.
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Espresso - Abstract Representation

s For four variables two 3-0 hypercubes are made and

connocted accardingly e
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In all other respects this three variable hyper cube and this three variable hypercube is same.



(Refer Slide Time: 05:59)

Espresso - Abstract Representation

0 For four varables two 3-D hypercubes are made and
connected acooedingly —
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» For fve variables, duplicate this and connoct acoordingly
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For five variables we duplicate this whole structure this whole structure together.
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Espresso - Abstract Representation

o For four varlables two 3-D hypercubes are made and

connacked aoponagly—— -
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We duplicate this and again make connections accordingly now before looking at the
espresso algorithm in detail we first go and look at each of its function.



(Refer Slide Time: 06: 16)

* S
Espresso Algorithm - Expand

» expand (F, R)

It tres o expand the cubes in F with neighboring cubes and with nodes in the DC-
S84 10 form larger cubes

It tnkes essential sub-cubes and ines 10 expand them (il they become prime sub
cubes

An essentif cube 15 0 cube comaining & minderm covered by no other cube

A prime cube 18 & cube which i Milly expanded againat the OF F-set and cannct be

expanded further

So we said that most important steps in the espresso algorithm is a loop is a loop which goes
on reducing expanding and getting an e redundant cover this happens over and over again
until the cost is stabilized so these three functions expand reduce and even under these are the
three most important functions in the espresso algorithm and therefore we need to discuss

these functions first before understanding the algorithm in detail.

So what does the expand function loop expand function takes as input f & R where f
represents the current covered over implicants that we have to get the onset of the
functionand we also have are the set of do not cares what does expand try to do it tries to
expand the cubes in F so we said that we first initially we have a random initial cover from

this random initial cover.

So this random initial cover will consist of a set of cubes will consist of a set of coverings
which we call cubes or sub cubes from the entire cube representation that we have so it tries
to expand the cubes in f with neighboring cubes and with nodes in the DC set to form larger
cubes so what does it try to do it expands cubes in F so it takes one Cuban s and tries to
expand in a certain direction until no further expansion is possible and how can it expands by

using either one terms or do not care terms in a given direction.



So when no no further expansion on one direction is possible then it will try to expand in
another direction now how does it try to expand it takes essential sub-q band tries to expand
them till they become prime sub cubes what are essential sub tubes and essential sub-q busy
tube containing a min term covered by no other cube it takes an essential sub-q bin f and

expands it until it is prime.

This is what we said a prime to visit cube which is fully expanded against the offset and
cannot be expanded further if you further try to expand the prime cube by reducing one more
literal say in it then it will cover some part of the offset okay so therefore it cannot be

expanded as an example let us say this was an initial cube in F.

This was an initial cube minus and these are two do not cares okay these are two do not
leaves then we can expand in this direction and finally we can obtain this cube after
expansion okay this cube will be obtained after expansion and we cannot expand it it further
because let us say in the vicinity we have zeros somewhere we have zeros and hence we
cannot expand this further now by this we can reduce the number of literals in the cube by

one okay.

So this is the objective now implicants covered by an expanded implicant are removed from
further consideration now we have already removed then it is removed from further
consideration expansion reduces the number of terms in the expression okay this is how what
we said it reduces the number of terms in the expression why because we are we are taking

two or more product.
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Espresso Algorithm - Expand
» expand (F, R)
Impacams covered by an expanded mplcant are removed fom further cormideradbor

Expansion teduces the ) of beems In the expressof

R 18 requeed 50 Bt 1 hanction knows whch nodes &re in 1he OF Feel and which cannot be

Combining them into a single product term that is why it reduces the number of terms are
required that is the do not care said his set is required. So that the function knows which
nodes are in the offset which nodes are in the oxide and which cannot be expanded against

because we cannot cover the offset right while expansion.

The quality of the result depends on the order of implicant expansion this is also an important
point suppose we have a cube if we expand in Direction X it will give it may give me a much
bigger tube than we expand then if we expand in a direction Y so therefore there are loops in
this expand reduced in ricks expand ir redundent and introduced this loop tries to expand
cubes in different directions and try to obtain a minimal cover over price right.
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Espresso Algorithm - Expand
» expand (F, R)

Imphcants covered by an expanded mplicant are removed from flurther comideraton
Exparsion reduces the ra. of beems in the expresson

R s roqurod 50 St e function keows which nodes &0 in 1o OFFset and shich cannct be
atended aans!

Quaity of resl depends on onde Ol iplcant expanson

Heunstc methods used o dederming order

Over essential primes now heuristic methods are applied determined to to determine this
order heuristic methods are applied to determine this order in which order should the
implicants be expanded and also in which direction right after this expansion step we arrived
at the ir redundant step what does ir redundent step do it determines the minimal set of e

redundant cubes covering the onset.
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Espresso Algorithm - Irredundant

® irredundant (F, D)
It determines the minimal set of iredundant cubes covering the ON-sel
Irredurdant Cover
o N0 proper subset 1s a0 a cover

o This cover is extracted from the expanded prmes
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Now we have already expanded using a set of primes but all primes may not be well all
primes may not be essential the a few of the prize will be redundant what do we mean by that
all the ones in that in that prime cube is covered by some other cubes there is not at least 11
that there is not even 11 within this prime cover that is not covered by any other prime cube
and hence this is a and hence this is this is redundant next we come to the reduced step.
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Espresso Algorithm - Reduce
» reduce (F, D)

Soknon usunly pretty good, bul sometmas can be improved

Might exist another cover with fewer lerms of ferverrt Il
Shonk peime Kanky 10 senadiost slze that stll covers DNl
Tres adows the newly formed oube %0 expand in o drecton different
fromn e largne Cube Trom which & was obtained
Thus new larger oubes can possibly be oblained by exploring he
new drechions
The dont care is required 10 know which nodes i1 a cube are dont
are and con be dropped wihout rak of losing the cover, while
reducng Ihal abe

" » .
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So after we have done the expansion and the redundant steps the solution is usually pretty
good but as we said if we had expanded possibly in a different direction and the order in
which we had we had decided to expand the implicants the order of the implicants chosen
also determined the quality of the cover that we get and hence often after we have we have
obtained one round and we have obtained one solution the solution can still be still be made
better okay there might exist another cover with fewer min terms and fewer literals this is
what we said so what do we do we shrink prime implicants to the smallest size that still

covers the onset okay we shrink prime implicants to the smallest size.

That still so then now these curve these a prime implicants will not more not any more
remain prime because we are shrinking it however while shrinking we are keeping into
consideration that you will not uncover any anybody in the onset we will still keep a cover of
everybody in the onset we can reduce the primes but while reducing the primes who suppose

| suppose he suppose in this example.
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Espresso Algorithm - Reduce

» reduce (F, D)
Sohaon ysusly protty good, but sometimes can be improved
Might st pnother covar with fewar berims of fover Iietals
Shnnk prme imphcants to smatest size at st covers ON-sel
Thin sdlows 1 rewly formed cube 10 expand in & dikecoon different
from the larger cube froen which & was obtained.
Thus nirer lrger cubes can poswbly be cblained by sxpkeig T
new diections,
The don'l carn 1 regured % know which nodes in a cube are dont
care and can be dropped without risk of iesing the cover, while
recucing hat cube
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I had this cover here and it was a prime cover.
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Espresso Algorithm - Reduce

» reduce (F, D)
Sokution usually prefty good, but sometimes can be imgeoved
Might exst another cover with fewe Serms of fewer Nerals
Shonk prime Imgficasts 1o snates! size Ml sl covers ON-sal
This afows the newly formed cube 10 expand i a direction diferont
o the keger cube from which It was cbasined
Thus mew larger cubes can poasbly be cbianed by exgloring the
mew drections
The don't care is required 1o know wheh nodes in a cube are don'|
care and can be dropped without risk of ksing the cover, whie
reducing that cube
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Now when | reduce it.
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Espresso Algorithm - Reduce

« reduce (F, D)
Solution usually pretty good, but sometimes can be improved
Mgt exist another cover wih fewer lorms or lewer |Berals
Sherk prme Imphcants to smallest sice that stil covers ON-sel
This aliows the rewly formed cube to expand in a drection ditferent
fom the lwger cube from which it wos oblaned
Thus new lerger cubes can possily be oblained by expleing the
new deectons,

The don't care # requred 10 know which nodes in & cube are dont
care and can be @opped without nndlouvﬂvoovu. while

ndqulhacube N
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We still see that here was here was a covered.
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Espresso Algorithm - Reduce
» reduce (F, D)

SOMAON usunty protty 9ood. bt sometimes can be imgroved

Might exdst arcther cover with lewer loms of fewer Morals

Shrink prime implicants %o smaliest s2e that stf covers ON-sal
This sdows the newly formed cube 10 expand o & drection differe
from the larger cube from which It was cbtaned

Tha new larger cubes can possbily be ablaned by explonng the
new Grectons

The don't care 18 required 10 know which nodes n a cube are don't
cite and can be dropped withou!t risk of kosing the cover, whie
reccing that cube
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Because these are do not cares this is still a cover okay however let us say this one is also an
on this is not a DC variable as is as is this one now when this was a cover then if | if | reduce

it to this if | reduce it to this then this will not be this.
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Espresso Algorithm - Reduce
a reduce (F, D)

Solsion usualy pretty good, but sometimes can be Improved
Might eist anvothor cover with Tower Jorms of fewer Iedals

Shrink prime implicants o smalest sze that stll covers ON-sel
This lows the newly Krmed Cube 10 expand i & drechon Gfferent
from the larger cube from which £ was obtared

Thas new lorger oubes can possbly be obitared by explring the
W directions

The don't care (s required 1 know which nodes n a cube are don'
care and can be dropoed without risk of losing the caver, while
feducing that oube,
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This on variable this on vertex will not be covered any more if this one vertex is not covered

by another prime implicant from somewhere else like this one say let us say you have another

side do you have another cover for this for this on set for this vertex on the onset you do not

have another cover then if you reduce it and reduce it to only these two these two vertices you

cover only these two vertices.
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Espresso Algorithm - Reduce
w reduce (F, D)

Solution usually premy good, but somotimes can be imgroved
Mg exost another cover with Tower Sorms o fower Nordds

Shonk prime Impiicants (o smatest size hat stil covers ON-sel
This abows the newty Jormed cube 10 expand 0 & direction dMerant

fram the keger cube from which it was cbaained

Thus mew langer cubs can poswbly be obdained by explonng (he
W drecbons

The dont care s required 10 know which nodes in a oube are don't
Are ad can be dropped withoud tisk of keing the cor, whie

reducng that cube
e
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And you un covered this then what happens it will completely no it will completely not be
covered by any other prime implicant and this is not allowed so we shrink prime implicants
so what we say is that we shrink prime implicants to the smallest size that still covers the
onset this allows the newly formed cube to expand in a direction different from the larger
cube from which it was obtained now after | have reduced this | can now possibly you now
possibly expand in a different direction.

To allow this | do the reduction step thus new neural tubes can possibly be obtained by

exploding in the new directions the do not cares why have you used the do not cares.
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Espresso Algorithm - Reduce
» reduce (F, D)

Soksion usually pretty good, but sometemes can be iImproved
Mgt etist ancther cover with fewar berims of T ietnls
«  Shonk prime impicants to smadest size ot stll covers ON-set
This allows e eewly lomed cube 1o expand in & direcion different
from the larger cube from whach & was cbiained
T nirw larger cubes can possbly be cbtained by expkring Pw
new directions
The don'l caee & regared 5 know which nodes in # cube are donl
care and can be deopped withour risk of iosing the cover, while
recucng i cube, = e
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Do not cares are required to know which nodes in the cube are do not care and can be

dropped without the least risk of losing the cover.
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» reduce (F, D)
Salution usually protty good. but somelimes can be Improved
Mt exist ancther cover with fower terms of fewer e
| Shook prame imphcants to smaliest sie thal st covers Civaet
This allows the newty lormed cube o expand » a drection dflerent
from the larger cube from which It was oblared
This new larger cubes can possbly be obtared by explring
new Juredions
The don'l care # regured 10 know which nodes 1 A cube are don
care and can be &opped without nsk of losng the cover, whie
reducrg that cube .
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While reducing that kill for example here we had to do not cares and therefore we could
reduce the cover to this we could reduce the cover to this however we said that if this was not
a do not care and the and it was also not covered by any other prime implicant then we could
not have done this reduction in this way and this is what the reduction step is now after we

have done.

There use expand key redundant steps for a certain number of time so after reduction we will
do again an expansion again obtain any redundant cover again reduced and again possibly
expand in another different direction after this we and all the while we are on doing this we
are keeping the best solution that is obtained till now the minimum cover that is obtained till

now the best solution is always kept.

So until the cost stabilizes we will go on doing it after this is done we will take our simulated
annealing like approach perturb the solution completely and try to try to go to a different part
of the state space and again try to do this reduce expanded redundant step in that part of the

states pace now how do we do that perturbation of the current solution.
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Espresso Algorithm - Expand Gasp
» expand_gasp(G,R)

s The function takes as input the set G produced afler Reduce
Gasp and R

8 |t ¥ries fo expand cubes and adds them If they cover other
cubes

8 R is used to ensure that nodes in the OFF.set are not included

» The redundant cubes introduced are removed her

GMUH NE” i
\ Y

/ " 3 l:uﬁ
0) = % |0 00 ':‘_,l -L 10 o

We do it us expand you we do it using reduced gasp and expand gasp so first we understand

the reduced gasp.
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Espresso Algorithm - Reduce Gasp
» reduce_gasp (F,D)

» Foreach cube in F add those sub-cubes of cubes in F thal
are not coverad by other cubes

8 ltuses D to ensure that these new cubes are not produced
for just some DC nodes
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So for each cube in F add those sub cubes in F that are not covered by other cubes so what do
we have in FS set that current solution is present in the current solution is present in it now
the current solution is a current set of implicants which cover the onset of the function now
we take that solution the current solution and then add those sub cubes in F that are not

covered by other cubes for example here for example here.
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Espresso Algorithm - Reduce Gasp

» reduce_gasp(F, D)
w_For each cube In F add those sub-cubes of cubes In F that
are not covered by ather cubes '

o Il uses D 1o ensure that these new cubes are not produced
for just some DC nodes
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We have 40 for each cube in F at those sub cubes in if that are not covered in other two so
what do we do here we have two covers and both of them are in F okay.
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Espresso Algorithm - Reduce Gasp

» reduce_gasp (F,D)

»_For each cube in F add those sub-cubes of cubes in F that
are not covered by other cubes, -

» Ituses D 1o ensure that these new cubes are not produced
for just some DC nodes,
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Then we add this one this one is not.
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Espresso Algorithm - Reduce Gasp

u reduce_gasp (F,D)

«_For oach cube In F add those sub-cubes of cubes in F that
are not covered by other cubes o

» Nuses D 1o ensure that these new cubes are not produced
!mmloom_aDCnodu
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So this one is a node this one is a node.



(Refer Slide Time: 18:58)

* S
Espresso Algorithm - Reduce Gasp

» reduce_gasp (F, D)

u_For each cube in F add those sub-cubes of cubes m F that
are ol covered by other cubes

o [tuses D 1o ensure that these new cubes are not produced
for just some DC nodes
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That is covered by both the cubes this cube and this tube ever this cube and this cube is only
covered by one sub Q right so we add this disk this cube and this cube to F.
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Espresso Algorithm - Reduce Gasp

» reduce_gasp (F,D)

n_For each cube in F add those sub-cubes of cubes in F that
e 1ol covered by olher cubes o

w0 |tuses D o ensure that these new cubes are not produced
for pust some 0C nodes
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So for each Cuban if add those sub cubes that in if that are not covered by other sub cubes
that are not covered by others of you so we are saying that this cube this vertex is covered by

cube this and cube this.
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Espresso Algorithm - Reduce Gasp

» reduce_gasp (F,D)

a_For each cube In F add those sub-cubes of cubes In F that
are not covered by other cubes aa
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However this vertex or this implicant.
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Is not covered by any other covered in f any other implicant in f and therefore we add this to
f this is what Jack does it uses d to ensure that these new cubes are not produced for just some
do not Cairn owns the new cube that we form that we add should not consist of onlydon't care
notes then we come to the last step the expand cast this function takes as input the set G

produced after reduced gasp and on.

So this function takes as input what reduced gasp has produced me so now in F we have
many others hub cubes right we have many other sub cubes which have been obtained after
this reduction and addition of cubes that are not covered by other cubes right now we expand
from all the cubes and adds them if they covered other cubes so r is used to ensure that nodes
in the oxide are not included right the result the redundant cubes introduced are removed later
so these are the basic functions of the express so algorithm and we will now take a look at the
detailed algorithm.
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Once more as we said the algorithm takes a given expression in binary variables as input and
represents it in the form of a hypercube the onset represents the nodes representing min terms
which are one when the expression is one the offset represents the node the offset represents
our notes representing min terms which are zero when the expression is one the DC set
consists of nodes representing the min terms which are don't care values initially the cubes in
the onset consist of individual nodes in the onset now the algorithm begins by expanding the
onset against the offset so this is where the algorithm begins.
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So this is where the algorithm begins it begins by expanding the onset against the offset and
the cubes are expanded by adding neighbouring onset nodes or DC notes this what expanders
the tubes are expanded by adding neighbouring onset nodes or DC nodes once a direction of
expansion is chosen once the direction of expansion is chosen then it is fixed and the cube
can expand further only in that direction this is what expand does so it keeps the direction of
expansion fixed when you cannot expand in that direction anymore to obtain a prime you say

that it is to expand in the direction anymore.

If you obtain a prime implicant right once all cubes have been maximally expanded the
redundant method is applied so once this expansion step is done once all cube has been
maximally expanded we apply the redundant step okay it chooses the essential cubes only
those covering nodes not covered by other nodes it then removes those cubes all of whose

ones are covered by some other prime implicant it removes all those loans.



This is what the Erie London step does of the remaining cubes those are chosen which result
in a minimal cover next the reduced expression is applied it shrinks larger cubes so after this
eerie dundon. We go inside this loop we go inside the slope we apply the reduce so what does
reduced to it shrinks larger cubes into smaller ones wherever possible the resulting news hub
cubes can then be expanded in a direction different from which they were expanded
previously and this probably will give me a better solution.

This lets different min terms to be combined to produce possibly larger clips so when we
expand in a different direction we will possibly get different prime implicants covering a
different set of midterms and these this prime could be larger than the previous prime
implicant that we get. So why do we need to do all these steps because finally we want to get
a set of prime implicants which covers all the onset of the function and this cover is minimal

In the set it cannot in the sense it contains the minimum number of prime implicants in it.

This is what is done if a cube cannot be expanded in your new direction then it is re
expansion in the previous direction the ear attendant tubes are then removed this cycle of
reduced expand remove redundant is repeated till the cost is stable that is the expression
cannot be further reduced next a simulated annealing type approaches we discussed is applied
the intermediate solution is quartered by adding new cubes these are sub Q ofexisting Q's
right these are sub Q of existing cubes which are not covered by other cubes.

This is what the deuce gas does the new set is then expanded thenthe redundant cubes of the
union of the new set and the immediate intermediate solution are removed this is what
happens in this step this new set is subjected to the same reduce expand redundant iterations

this goes on the above procedure is repeated for some predetermined time right.

So this whole thing is ready total Imperium repeated for some predetermined time until time
is up to get a final solution so espresso is an anytime solution is called an anytime solution
because the algorithm that we get can stop can be stopped at any time and we will get a
solution so the more time we give to the algorithm the solution is expected to be better and
better but at any point in time if we stop we will get a solution hence it's an anytime solution

okay.



So a new solution can be obtained by perturbation of an old solution we can repeat the above
process while maintaining the best solution we obtain so at any point in time we always keep
the best solution so that at the end of the whole process after all the iterations that we have
done we ultimately get the final best solution the final discovery and the minimum logic

expression.

So this is was an overview of a heuristic methodology for2 level logic minimization this is a
standard tool that is used in current the VLSI design and with this we we have taken a brief
look at the logic synthesis step in the VLSI design process we come to the end of this module

with this discussion.

Centre For Educational Technology
1T Guwahati

Production

Head CET

Prof. Sunil Khijwania

CET Production Team
Bikask Jyoti Nath
CS Bhaskar Bora
Dibyajyoti Lahkar

Kallal Barua
Kaushik Kr. Sarma
Queen Barman
Rekha Hazarika

CET Administrative Team
Susanta Sarma

Swapan Debnath



