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Welcome back, last time we learned how to implement Euler’s method on the computer using

Wolfram language on Mathematica and we learned how to solve problems using Euler’s

method, how to solve ordinary differential equations in one dimension using Euler’s method.

Today we are going to learn, how the error propagates in Euler’s method that is how the step

size matters in the precision of the calculation.

And we will also see how to solve multi-dimensional problems that is 2-dimensional

problems or 3-dimensional problems using Euler’s method and this will be our steps to build

on to more rigorous, more complicated methods such as Runge Kutta second order, Runge

Kutta fourth-order. So, let us go ahead and get started.
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In[247):=
g euler[func_, xi_, ti_, tf_, nMax_] :=Module[{h, datalist, prev},
h= (tf - £1) / nMax // N}
For[datalist = {{t1, ¥7}},
Length[datalist] s nMax,
AppendTo[datalist, prev + {h, h func e@prev}],
prev = Last[datalist];

IH
Return[datalist]; O
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prev = Last[datalist];

IH
Return(datalist];
]
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err[dataset_, func_] i= Module[{tlist, x1list, Fxlist},
tlist = dataset[ ;3 , 11; (#Extract each time values)
alist = dataset[ 33, 21} (#Extract each x values)
Fxlist = func /@ tlist;
(#Apply func to each time value to get list of fumc[t;
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Just a quick review of Euler’s method. We have a differential equation x=f(Xt) and some

X(to)

initial conditions =Xo and this is how we implemented we used a for loop. We have
used module construct to construct a single function, which has a bunch of inputs, one of the
arguments or inputs of the function Euler, that we defined was function initial value of x, the

initial value of time.

Final value of time up to which we want to evolve or we want to solve the differential

equation and a number of steps which is in nMax. In the first we calculate, h=(tf—ti)/nMax
Then, we start over for loop and in each step, we calculate the next step for x, this is
initialization step, we define the first element of data list which is the solution that we are

looking for, so our solution is stored in the data list.

The condition is the length of the database should be less than nMax. We decided to, in the
increment part, append data list with the previous plus the increment and this increment is
both the increment in time and increment in X, f acting on the previous value is giving me the

derivative which multiplied with h, gives me delta x.

So, h is the increment in time, h * f(x) in t is an increment in X and together is added to the
previous which is the two tuples. And, in the body we are just simply reading or updating the

previous reading the last element of the data list. So, in that process for loop generates the



entire solution and at the end of the for loop, we return data list that ends the function. So, I

will go ahead and execute it and that is my Euler function.

Since, Euler function, we are evaluating with size h that is we are solving a differential

equation. Xx=f(X,t) and in that process, in the Euler’s method we are calculating

DX, =F(x;)%h or At So, this is accurate up to h, which means that x and f, AX i accurate

or this is accurate to order T because this is already order h.

So, Ax, is correct up to the order H . So, this is correct up to order h and the correction is

order K . So, I know AX: with an accuracy of its square. Therefore, a local error is of the

Xn

order of K . But that means the correction in 8%n corresponding to , oh sorry I am

X

n over here. I should have a summaiton over *n

missing ie, Axpa=F (X, )xN+x; .

AX

n+l in comparison to X

The determination n is accurate to order H . The correction itself

is of order h and the error in it is going to be at most order K . Now, so at each step we are

making a correction of order K but we have to do of the order of N steps. So, by the time

we reach the end of the solution, the number of steps involved is on the order of nmax.

N sk~ (N ok , Nirax # 1 is nothing but (tf - ti) which is an order one

So, therefore
number and this is h . So, therefore global error becomes order h. And, this is exactly what

we are going to analyse now using numeric.

So, let us go back to our court, in order to find out the global error, what we are going to do is
we are going to calculate the error using this formula, where we are going to take xi, which is
the xi that we completed and f(t i), where f{(ti) is the analytical solution at time ti, So ti is the

expected analytical solution and xi is something that we have completed.

We take the difference of the two, take the absolute value and some over all i’s, from i equal
to 1 to n and then we divide by n to calculate the mean absolute error or mean absolute

deviation.
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err[dataset , func_] := Nodule[{tlist, xlist, Fxlist},
tlist = dataset[ ;3 , 11} (#Extract each time values)
xlist = dataset[ ;; , 2]; (#Extract each x values)
Fxlist = func f@tlist;
(#Apply func to each time value to get list of func[ti]s)
Return[xlist - Fxlist // Abs // Mean] ; O

1
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flt_, x ) =-xt;
fie) = et/
reB.B errfeulerff. 1. 8. 5. 18", ff1,

In order to do that, we will again use the module construct and we wrote down the error
function, this is something we did last time, it is the quick review of that. We wrote down the

error function, this is the error function.

In the error function, we again use a module construct tlist, xlist and Fxlist where tlist, we
extracted the first element of the data set, data set is the argument that we are passing. This
data set is the solution that we obtained through the Euler method that is this data list that the
other method returned. We are passing that to the error function, this error function, the first

element is the time component and the second element is the X component.

This stands for all the rows, so we extract with the time component, we extracted with the x
component, then we calculated a list of true values of f by applying the function, that is this
function which is the big F, the solution of the differential equation. We applied f at tlist to
obtain the true values, then in order to find the mean absolute error we took the difference of

xlist and tlist to apply the absolute function on it through the post-fixed application.

And, then calculate the mean again through post-fixed application and then return that to give

me the mean absolute error.
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tlist = dataset[ ;; , 1]; («Extract each time values)

xlist = dataset[ ;; ; 2]; («Extract each x values)

Fxlist = func /@ tlist;
(»Apply func to each time value to get list of func[ti]«)
Return(xlist - Fxlist // Abs // Mean] ;

]
# Calculate he e ghobal s o varows valow of o fsed ) andt
flt, x.]=-2%;
[t ] = et
5.0 err[euler[f, 1,8, 5, 18"], ff)
0’ 5

Table{ b tn 1, 8]

{{0.5, 0.8746396], {0.05, emsm}, {0,005, 0.0631697], {0.00fF 30899}

vy

erreuler(f, 1, 8, 5, 58], ff]
0.60648814
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err[dataset_, fu@ 1= Module[{tlist, xlist, Fxlist},
tlist = dataset[3;, 1]; («Extract each time values)
xlist = dataset[ ;; , 2]; (#Extract each x values)
Fxlist = func /@ tlist;
(«Apply func to each time value to get list of func[ti]s)
Return[xlist - Fxlist // Abs // Mean];
]
& Calculie the mesn ot ermod fod virios valie of b e fiked 1y ande
flt; x]=-2%;
[t ] = et/
5.8 errfeuler([f, 1, 8, 5, 18"], ff)
E 3 ]1 {n,

20
10"

Tahle[[ 1, 4}]

[18.5. B.07463961. [0.085. 6.0639748). [0.A05. 0.8R31A97] .

Binh

So, let us say the function that we are trying , the function for which the solution that we are

looking for is, let us go ahead and do what we have been doing so far. Let us start out with

—2X

So, let us say our differential equation that is x=f(x) , so this is little f(x,t) which is what |

have defined over here as —2X . This ff is the function that I am going to pass to the error

function, this is the solution of the differential equation and in this case, if X=~

. . —2t
solutionis € .



So let us go ahead and do that first and so this is my derivative X, this is the solution, x is a
function of t and here is the table that I have constructed. The two elements of this table, this

is tf' - ti and I am talking tf' as 5 and ti as 0.

So, tf - ti is 5, 2/ 10" which is Nrmex , to the error function I am passing 2 arguments, the

Euler and the solution f, this is the Euler list, Euler function is going to return me data list,

which is the solution for X equal to this f. From x(ti) =0, ti = 5. For x0 =1 and Nirar=10" .

So, this is going to, you know the first argument is going to return me data list.

That, the data list is passed to error function and then error function is also passed the
solution, hence going to find the difference in the mean absolute error. I am dividing that
mean absolute error that [ am obtaining from the numerator over here by h. Let me, for now I

am going ahead and remove that.
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err[dataset_, func_] := Module[{tlist, xlist, Fxlist},
tlist = dataset[ ;; ; 1]} (#Extract each time values)
xlist = dataset[ ;; , 2]; (#Extract each x values)
Fxlist = func /@ tlist}
(#Apply func to each time value to get list of func[t]«)
Return[xlist - Fxlist // Abs // Mean) ;
]

» Calclls he e phoked e o varims vl of o i 4
flt, x]u=2x;
[t ] = et

Tnble[[%, err[euler[f, 1, 0, 5, 10"], ff]}, {n, 1, 4}] O

erreuler(f, 1, 8, 5, 58], ff]

0.68648814
# Wi e that the plobel rore scaies af b, thes S omor s conssdennd a5 06,
o 11T EXER I = |
xlist = dataset[ ;; , 21; (#Extract each x values)

Fxlist = func /@ tlist;

(+Apply func to each time value to get list of func[ti]s+)
Return[xlist - Fxlist // Abs // Mean);
1

!E'lJ.\ﬂll:&n'n||<m|¢mrh\uwnh’ulﬂ!ﬂﬁndf,m1r'r
Inf248]:=
flt_, x]=-2%;
ff[f_} g e'";
5.0 )
Tahle[[g, erreuter(f, 1,0, 5, 10'], ff]}, (n, 1, 4] O
Oul[250)

{{8.5, err[{[0, 1}, {6.5, 8.}, {1., 6.}, {1.5, 0.}, (2., .},
{2.5, 0.}, (3., 0.}, (3.5, 8.}, {4., 0.}, [4.5, 8.], {5., 0.
. , {6.0005, err || }, £F1)}

[ i i i o

So we will just take the error, mean absolute error and we are going to execute it for n equal

to 1 to 4. So, you are going to get 4 values, n equal to 1 to 4. So, n will be 10 that means

N e is 10 and when n is 4, N e is 10000. So, for 10 steps, 100 steps, 1000 steps and
10000 steps we are going to execute this, so this is going to give me, oh I think I forgot to

define error function as we go ahead and define that.

Okay, now I will do it again and this is going to give me the value of h. So, each of these

pairs is giving me a value of h that I am using over here and the corresponding error and as



we see that as h decreases proportionately error also decreases, the mean absolute error also

decreases. So, this is the global error that we are looking at.
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xlist = dataset[ ;; ; 2]; (#Extract each x values)
Fxlist = func /e tlist;

(#Apply func to each time value to get list of func[t;]s)
Return[xlist - Fxlist // Abs // Mean];

# Calcula the maan plobal e o varioss valon of  or fined ) e
In[255]:2
flt_, x]=-2%;
ff[f_} - !'“;
5.0 errleuler[f, 1,8, 5, 18"], ff]
10"’ 5.0
1t

Table{ b1, 8]

Qul[257)=
(0.5, 0.105809}, (0.05, 6,168622}, {9.005, 0.100018}, (0.09)

errfeuler(f, 1, 8, 5, 58], ff]
0.60648814
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T

And if I divide this global error by the value of h, which is this we copy that and paste it over
here and when I execute that you see, you are going to get approximately a constant. So, for
h = 0.5 we are giving mean absolute error by h as 0.1 or 0.05 also, mean absolute error by h

as 0.1 and so on even for h equal to 0.0005, I am getting the same thing.
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alist = datasetl[ j; , 2]; (sExtract each x values)

Fxlist = func /@ tlist}
(«Apply func to each time value to get list of func[ti]s)

Return[x1list - Fx1list // Abs // Mean] ;

. flt, x])=-2x;

it ] = e
10.0 err(euler(f, 1, 8, 10, 18", ff]
Table[[F, - ], 1, 4}]

"

({1., 0.919928), (0.1, 0.051154}, (0.01, 8.6501165}, [0.001, ﬂ.m}

err[euler(f, 1, 8, 5, 58], ff]
0.60648814

You can go ahead and change for example I can change tf to 10 if [ change tf to 10. This is tf
- ti, so this also I should change to 10 and this also I should change to 10. And I can execute
this again you will see that the first one, the h was too large, h was 1 because 10 over 10 is 1.
So, that is something that is an outlier, so we leave this one out but apart from that, for small
values of h when h is 0.1, 0.01 or 0.001 we see that mean absolute error divided by h is a

constant. This is a numerical check of the fact that we laid out.

That, global error in Euler method scale-like order h and that is what we are seeing over here.

We will go ahead and try out something else.






(Refer Slide Time: 11:56)

LXE] W = =
alist = dataset[ ;; , 213 (#Extract each x values)

Fxlist = func /@ tlist;

(+»Apply func to each time value to get list of func[ti]s)
Return[xlist - Fxlist // Abs // Mean];
]

@ Caiculue the mean ghobal ervor for varioas value of b for fived i and 1

In[261]:=
flt, x]u=xt}
ff[t] = &t
10.8 err[euler(f, 1, 0, 18, 18"], ff)]
Tahle[[F, ™ } 1, 4}]
uw"
Oul[263)=

{{1., 0.6491139), (0.1, 0.0327624], {m.@s.amsz}, (0.601, @

errfeuler(f, 1, 8, 5, 50], ff]
0.60648814
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i
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Let us go ahead and try out X= Xt The solution of that is Gaussian, so solution € , you

can go ahead and check that out and we are going to go ahead and execute this again and we
see that again that pretty much for all values of h that we have taken over here, mean absolute

error divided by h is a constant.

Therefore, the error is of the order of h or the global error scales like h. Or else you are

welcome to go ahead and play with this little but more for various different functions that you

can try out for various different X s, that you can solve and find the analytical solution, feed
that n, run this a few times to find out how in your examples that you take, how does the

mean absolute error scale.
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Alright, let us go ahead and work on how to reduce higher-order ODEs to a set of first-order
ODEs because what we have learned in the RS method is that if you give me a first-order
ODE, I can use Euler’s method to solve that first order ODE. However, most of the time in
physics we do not come across the first order of ODEs, we come across second order

ordinary differential equations.

And, if you want to use Euler’s method to solve the second-order of ODEs, then we need to

reduce those second order ODEs, the first order ODEs. So that we can apply Euler’s method.



In order to understand that let us go back and go to the familiar example of an LCR circuit

and obtain a second order ODE.

If you go back and review the LCR circuit example, this is the differential equation we

FQ__Q R
obtained.  dt’ LC L adt por this differential equation, the initial conditions were

Q(0) = Q0 = 0. Now, in order to apply Euler’s method, this is the second-order differential

equation, we are going to reduce it to the first-order differential equation by defining

aQ
=
auxiliary quantity, in this case, we will call it df which is also physical for I is the
current.
dt | so we will use dt and will replace dt® with dt So, therefore now we have

j=R al__Q _R,

got two equations, at and ot LC L | So, this set of two equations is equivalent
to this second-order equation. Now, the interesting thing is that this set of the equation, these

two equations they are both first-order in derivatives.

This equation is first order in time, it has only dQ/at  ihis equation again is first order in
time because it has got d/at 1 jelf is 9/ put we are not considering I as dQ/at e
are talking I as a independent variable, Q as an independent variable and we have got two
coupled ordinary differential equations of the first order and the initial conditions also modify

accordingly.

Q(0) becomes QO0, I(0) becomes 0, rather than writing Q=0 , Q=1 5o we say 1(t=0)=0. So,
we modify both the initial conditions and the set of differential equations reducing them
down to the first-order ODEs. Now, I can go ahead and use Euler’s method because I know
that now in order to solve this equation with Euler’s method, I can calculate dQ in steps by

finding out I * dt.

Previous I * dt, I want to find I, all I have to do is use this equation which says dl /dt i this
right-hand side, so I calculate this right-hand side at previous time and multiply by dt and that

will give me dl. So, I can calculate subsequently dQ steps and dI steps and keep on



incrementing them and by doing so I can implement the Euler’s method to find out both I as a

function time and Q as a function of time.

Now, that you have got a gist of it, you can go ahead and generalize it and here is how the

generalization works.
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Let us consider a general nth order ODE, for example, nth order ODE d"x/dt” is a function

. . . . . . v 3¢ -1 .
of fand is given by f which is a function of time x, X, X and so on, X" means that n - 1 is
derivative of x with respect to time. So, in general my nth derivative can be written as a

function of all the lower derivatives and the time.

Therefore, most generally I am to deal with such a differential equation and I am talking

about ordinary differential equations and such a equation I can reduce to a set of ODEs by

using the following trick for every quantity such as X . Starting with X | I will define X as 'y

and then I can take X as I/ X which is y.

So, ¥ becomes z and then so on I can write as  equal to w, or rather w is 5 , should be
other way around, W= where w is the n - 1 derivative of s and then, my W which is the
nth derivative of x becomes a function of t x y z as w, etc. which is where I take t x y z after
w, all of them as independent variables and I simultaneously, evolve them using this set of

differential equations where this is the equation of motion, that was given to you.

And, these are the auxiliary equations that you wrote down in order to convert this equation
into a set of the first-order ODE. Now, notice that all of these equations are first-order

differential equations. So, now if we can go ahead and implement Euler’s method on that.
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So, let us go ahead and prepare this LCR circuit for numerical evaluation, there is one more

step that we need to do before we can actually apply Euler’s method. So, remember the 4

steps of our computational thinking approach, define, translate, compute and interpret. What

we are going to do now is we will work on the first two steps, define and translate.

Then, compute and interpret something we will do on the computer using Euler’s method and

define and translate, we need to do on pen and paper. In order to translate our LCR circuit

problem on to the computer.



So, remember define and translate we have to break into pieces and translate, we have to
make the equations ready for evaluation on the computer or turn them from physics to a
problem of mathematics which we can set up on the computer. So, we are going to do this, so
this is the set of equations we have, first we are going to do is non-dimensionalize this

equation by choosing suitable scales for Q, I and t.

We already know how to reduce them to the first-order ODEs. But, first, we are going to do
is non-dimensionalize them, without non-dimensionalization we cannot turn them into a
problem on computers, because computers only know numbers they do not understand
physical dimensions. Then, we are going to check how many free parameters are left in the
equation after equation after non-dimensionalization that is how many free quantities are

there on whichever solution can depend.

Then, we are going to write the non-dimensionalize set of equations as the first set of ODEs.
We just did this set of equations is first order ODEs. Now, once we have non-dimensionalize
we will take the non-dimensionalize equations and write them as the first set of ODEs
because those are the ones we are going to put on the computer. And, finally, you know the

analytical solution, this is the analytical solution.

We are going to take this analytical solution and also known non-dimensionalize this one
because that is what we are going to go and compare on the computer. So, let us go ahead and
get started with that, so non-dimensionalization, the always the easiest way of doing that is
find out the scales in the problem for various physical quantities, in this case, physical

quantities are Q, [ and t.

So, for Q the natural scale present is Qo , for t there two choices of scales either I can take

viLC as a unit of time or I can take L/R as a unit of time. So, I will make a choice here, any
of these choices are fine, you can go ahead and try the other choice. For the sake of this

L/R

example, I will take as the choice and now I need a scale, for current, I will take current

is Qo/t |

I have already chosen scale for Qo and scale for t, so therefore a natural choice for scale for

current becomes QR/L So, let me go ahead and substitute this in this set of equations and



when I do that rather than introducing new variables which are dimensionless, it is always

easy to make the following replacement. Replace Q by QoQ , where this Q was dimension
for Q and after replacement, this Q becomes dimensionless Q and Q naught contains all the

dimensions.

L/R

The same thing for the time, the time here is dimensionless time, contains the

R/L contains the dimensions of current.

dimensions of time, this I is dimensionless I and Qo
So, this Q, t and I are before the replacement that is in this equation, they are dimension full
quantities. Q, t and I on the right-hand side of the arrows are dimensionless Q, t and 1. So, I

am going to go substitute Q, t and I with the right-hand side values in this equation.

When I do that I get this over here, I have pulled out dimensions of Q and t and as a

consequence | am getting this factor out here, again in my differential equation I had got

Q/LC 3o for Q I am writing Q.Q and that pulls me at the dimension of Qo out. Again,

pulling out dimensions in dQ/dt gimensions of Q ot of this and dimensions of dt out of this.

£ QoL/R , R/L

I get a factor o is a constant. LC is a constant, will leave them as it is and

now if you simply find you will get this equation where most of the dimension full quantities
will cancel out and I am only going to get one rati0 L/R*C . This Q is dimensionless, this t

1s dimensionless, so Q/dt’ is dimensionless. This 9P/ is dimensionless because both Q

and t are dimensionless.

This Q is dimensionless, therefore L/R°C is also dimensionless and this is a dimensionless
ratio. This is the only parameter in my problem that is left after the translation, so we are
done, define and translate, these two steps. After translate, this is my maths problem, it is not

complete ready for implementation for Euler’s method. But, as far as the maths problem is

concerned I must solve this math problem for a single parameter L/R*C .

So, every time L/ R°C changes, the solution changes, math solution changes. Taking that

math solution to a physics solution after that only means I am setting the scale for physical

QoL/R

quantities such as Q, t and I, which is determined by, etc. But, as far as the problem



2
is concerned, the solution only depends on the ratio L/R°C or the nature of the solution will

depends on the ratio L/R*C .
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Very good, now we are going to play the same thing, we are going to reduce this equation to

our first-order ODE, a set of the first-order ODE. So will define aQ/at , the dimensionless

charge divide by the rate of dimensional charge with dt | the derivative of dimensionless
d =Lo

charge is with respect to time. As dimensionless current and at as R*C , where this

do/dt \yag replaced by I

(0)=1 ,q /o(0)=1

And the initial conditions Qo(0)=1 , again Q is dimensionless, so Qo and

So, now this is the math problem that is ready for me to be put on a computer. This is set of

the first order of ODEs without any dimensions and the only parameter is L/R*C .
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Now, if I look at the solution, the solution, the analytical solution that was given to me for
this, which we worked out a couple of lectures ago. I again non-dimensionalize this when I

non-dimensionalize this my solution reduces down to this equation, where this is

. . L ~t/2 . . .
dimensionless charge, this is simply an €  and a cosine function of this argument.

\Z 2c — . . . . . .
Where, I have got the constant /R°C—=VY4 1tis constant multiplying dimensionless time

and this constant, inside this square root is also dimensionless. Now, my solution depends on



2
the ratio L/R°C | As I saw it in the differential equation, the differential equation only

dependent on the ratio L/ R*C

So does the solution already dependent on that and I can see that this solution is only valid as
2
long as L/R*C>1/4 | so, that is our domain of validity of the solution and this is the domain

which will work and we will take this parameter L/R*C as something. We can call it a and

a=>1/4

as long as we are going to have this solution as a valid solution. Alright, let us go

ahead and work on how to implement it on the computer.
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So, before we solve that problem, let us understand the general framework of putting this on a
computer. So, now in general I have got a set of coupled ODEs and in general those set of

coupled ODEs can look like this.

Let us take work in 3 dimensions, X is some function of f,t,x,yand z, Y is some function g
t, Xy, and z, Z is some function of t, X, y, and z. We can express these equations better in the
form of matrix equations by doing the following, we can define big X as a column vector of't,
X, y and z and big F as the set of functions f, g and h and I have also appended or prepended
this with 1.



So, fis 1, f, g and h now you see that my differential equation that is this set of equations
over here, this set of coupled first-order ODEs simply can be written as a single matrix
equation and this kind of setting up, work out really easily on a system like Mathematica
which can directly work with matrices and lot of operations on matrices can easily be done.

That is why we are setting this up in the form of a matrix equation.

You see that the first equation in the x=f , *=f is a matrix equation, that is sort of 4
equations because x has 4 dimensions t, X, y, and z. The first equation is kind of a trivial one

which is A/H=1 55 the first equation is saying that time derivative of time with respect to

time is simply 1.

So, that is the trivial equation and X=f  ¥=9 and 2=h is the set of these three equations.

t=t,

Now, the initial condition also can be written in terms of x0, that is at , I have got

X=X Yo and % . So, Xo becomes my initial condition with Xo=10 X% ¥ 0'20}, set of 4

quantities at time =0

X

So, we are simply going to write 0 as x initial which is the initial value of time x, y and z,

the combination of all four of them. And, Euler’s method simply becomes evaluating

Xn+1=Xn+hF (Xn) .

So, this is a matrix equation again, Xna s a four tuple, Xn is a four tuple, his a scalar

F is a function which is a column

F(X5,)

number, the step size and F(X0) is a four tuple because

vector of four functions where the first one is the identity function, so is going to give

me a vector or a four tuple, column vector of four items.

So, this is how I can go ahead and implement that, now you can see that the Euler’s method
code is pretty much going to be same, I am going to make minor modifications. The only
minor modifications I have to make is to take care of doing this for all the functions at the
same time, that is do it for the matrix as a single number. So, let us go ahead and see how to

do that, for that I am going to use Through function.
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Through[(f, g, h}[x]]
Oul[265]=

{fIx], glx], hix]}

Inj6]:=
Through([(f; g, h}ex]
Out[266)=
{(fIx], glx], hix]}
Inj267):=
Through[{f, g, h) ee {t, x, y, 2}]
Out[267)=
(fit, x, v, 2], glt, %, ¥, 2], h(t, x, ¥, 2]} O

eulerGen[Func_, Xo_, tf , nMax_] := Module[{h, datalist, prev,

h= (tf - X@[1]) / nMax [/ N}
For[datalist = (X0},

Length[datalist] s nMax,
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In[264]=
{f, g, h}[x]

Cul[264)

Qe

Through( {f, g, h)ex)]
{(f1x15 glx], hix])
Through( {f, g, h} e {x, y}]
{f1(x, ¥, g%, y1, hix, y1}

B

What Through function does is a notice from this example, when I take some function f, g,
and h and apply it on x, that is without the Through function, lets do it is without the Through
function and if I do this, you are simply going to get that back, but when I apply Through
function on this, as I enclose this whole thing Through function. You see I get an array of

applied on x, g apparent, x and h apparent and that is exactly what I want.

I can also implement this through an @ operator or prefix application. So, f, g, h is set of
functions that I am applying on x. When I do use a Through, I get f, g and h applied to all

three of them and in return, I get a list of three functions and if my set of arguments were a



vector, as they happened to be in this case I can apply on a set of vector x, y or for that matter

t, X, y and z which is my column vector.

I can take it and apply on that, in return I am going to get an array of functions 1t % ¥, 2}

vit.x, y,z} 4,q Ht. X, ¥, 2}

(Refer Slide Time: 30:57)
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{flt, x, ¥y 2], 81ty %, ¥5 2], bty x, ¥, 2]}
In[268]:=
Through[{f, g, h}e{t, x, y, z}]
Cul[268)
{FL{ty %y ¥, 2315 8Lt %, ¥, 2005 WILE, %y ¥, 2}])

eulerGen[Func_, X6_, tf_ , nMax_] i= Module[{h, datalist, prev, next, rate},

h= (tf - XO[1]) / nMax 1/ N}
For[datalist = {X8},
Length[datalist] < nMax,
AppendTo[datalist, next],
prev = Last[datalist];
rate = Through[ Func @@ prev];
next = prev + h rate;

15

Return[datalist];

|

B

So, we can go ahead and use this through the construct, there are two ways of doing this,
either T can use the @@ operator or alternately, I can also use the @ operator in the
following sense. If I use the single @ the operator, I am going to get Tl1&X Y. 2}

©it.x, ¥.2z} 344 7 and so on.

I can use either of these constructs and it depends on how you define your functions f, so let

us work with the @@ example and you can modify the Euler general function that I am
going to give you for this example. So, let us go ahead and work, redefine the Euler function,
for the more general case of multiple dimensions. So, this case 3 dimensions X, y, and z add

the time dimensions to it, it becomes 4 dimensions.

Because Euler general is going to be for 3 plus 1 dimension, one is a time dimension and

everything else depends on time, so 3 other dimensions. Again, for this Euler general



X X

function I have got arguments, the set of functions f, g, h etc. The initial point “*0 , this 70 is

going to contain also the initial point time b So, this contains by ,%  Yoand % |

t

f up to which I want to evolve and N rax , N

All the 4 items in it and the final time mex s the

t

number of steps that I want to keep. So, you this, some modification over here 0 is been

X Xo . This is a set of functions, not a single

absorbed into 70 , as part of the initial condition
function and I will show you, how we are going to implement that. Again, I have got a bunch

of local variables in the module construct.

In order to make things little bit more readable, I have defined previous, next and rate. So, let
us go ahead and understand this code. The first thing I am going to do is, I am going to

calculate h, h is =t , G is a first element of Xo , that has been resolved over here, this is

the first element of Xo . So, h=(t; = Xo[ 1/N rx , then I want to start my For loop and this is

the part of my for loop.

In the for loop, again I have got the initialization, the condition, the increment and the body.
So, the last 3 statements over here constitute the body and in the increment I am appending to
the data list, the next element. The next element is calculated in the body, so let us go ahead

Xo

and understand that how we are doing this, so first in the initialization is the set of 4

items b , %  Yoand % .

X

We are adding all of that into column vector, ¢ and that Xo has been added to data list,

this is initialisation of data list, ofcourse the condition is same as before, length of data list is

less than N

mx and increment, first we are going to execute the body and in the body, we are
going to calculate the next and in the increment of the for loop we are going to append that

next value to data list.

In order to calculate next, I need to first read previous, previous is read from the data list. So,
I take previous, there is last element of data list. In the first run of the for loop, that will be

X X

simply “'0 because data list only contains one element “*0 . Then, I calculate the rate, the



rate is given by application of the function on the previous. So, each function that means,

should be of the form, it should have 4 arguments.

Each function should be of the form it can take 4 arguments t, X, y and z or whatever the
number of variables we have. The way this code is written it does not care about how many

X

variables you have got, as long as the size of 70 and the function is same, this will be fine.

X

Because size of previous is same as the size of 70 and function requires the number of

X

argument that the function require should be the size of “'0 or the size of previous.

Once you, so this is going to pass each of the functions, the arguments through is going down
make sure that each of the functions in my array are passed on the arguments in the previous

X

and the rate is calculated. So, that means I calculate 70 from here or X' from here and next

is calculated by adding previous * h +h * the rate or h * X

So, this is instantaneous X , at the previous point multiplied by h that gives me the step size.
Adding that to previous gives me, the value of the next step, I execute this for loop, when the
for loop ends I return the data list. Let us go ahead and run this function. Now that this
definition has been made, let us go ahead and implement this for the problem that we are

looking forth.
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id[t_, charge_, current ] =1}

chargeDot[t , charge , current ] = current;
currentDot[t , charge , current ] = -wcharge - current;
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In[270}:=

w=10;
1
beta-1’u- -3
4
2.0m

beta
id[t_, charge , current_] = 1;
chargeDot(t_, charge_, current_] = current;

currentDot [t , charge , current_] = -wcharge - current;
initial = {8, 1, 8);

Ouljer2=
2.01223 O

data = eulerGen[{id, chargeDot, currentDot}, initial, 18, 10

The problem we were looking forth is this set of equations for LCR circuit, the damped LCR

circuit, damping is because of the resistor and oscillation is because of LC. So, my equation

js dQ/dt=I , d /dt=—L/R*C , Q(0)=1 anq 1(0)=0 1t is better to actually write this

/

equation as, so this is my Q(0) , this 1s the function of only I and this side, ' is a function

of Q and I, these are the only two variables.

So, you can think of Q as x and I as y, so this ax/dt  and this is ¥/ and we have got
X(0) and ¥(0) So, therefore in order to implement this what I am really doing is I am

writing my X = Q, Q as a two tuple of Q and I and ofcourse I have to include time also.

So, I can go ahead and include that, so t, Q and I is my x and I am writing X as, again this is

one, this is simply I because @=! and ! is this, so this is my differential equation, written

in the matrix form. This is my differential equation in the matrix form I want to solve this

differential equation and in order to do that I am going to take this ratio L/R*C as w.

So this is what I have defined as w and just for reference I have also defined B because
B=wv—1/4 , this the part that goes into the analytical solution. So, I am going to take w as
10 which is much bigger than 1 by 4 so to start with. This is 21/B | B is the oscillation

frequency in my analytical solutions of 2TUB will give me the time period.



Now, I want to define these 3 functions, this is my first function, this is my Q and this is my

/ , the third argument over here is I So, in order to define that I am going to call the first
one as identity, this one as identity, so this is defined over here. This is identity and this is
simply one, but it has to have three arguments because my code wants each of these functions

to have three arguments.

So, this one is a trivial one, you have to define and identity always in order to run the code, it
should have three arguments time, charge and current and independent of those arguments

dat/dt

always going to return 1, because is always 1. Then, charge dot is @, it is again an

argument of t charge and current but it is only a function of current, so therefore Q is only
equal to current and then finally current dot which is the principal part of the differential

equation.

Again, it is a function of t, charge and current in general but in this scale there is —L*/C
which is WQ—! So, therefore ! is the third equation in this matrix equation and finally

the initial conditions are to set, the initial conditions are at t=9 . I have got Q=1 and

1=0

So, this is my set of initial conditions, when I execute that, I suppress all the outputs using the

semicolon over here. So, when I suppress the only output that [ am printing over here is this.

So, when I take w = 10, B= vWw—1/4 and 2B is2.01. So, this is my time period in the

dimensionless units of time.

(Refer Slide Time: 40:25)



2.0m

beta

id[t_, charge_, current_ ] =1}

chargeDot(t , charge , current ] = current;
currentDot[t_, charge , current_] = -wcharge - current;
initial = {8, 1, 8};

Ou[272)s
2,01223

data = eulerGen[{id, chargeDot, currentDot}, initial, 10, 180)]

Shw[ListFlot[dntn[ 53 3 13535 21, Joined = True, PlotMarkers + None,
PlotRange » Full], Plot[e ™"/ Cos[beta t], {t, 0, 10}, Plotnan
FlotStyle -+ Red] | .

-, b504
.9, -0.98413,

-2 U4EhY ,, -, 860 , 238
-0.254268}, (7., -1.00956, 8.755288), (7.1, -0.934628, 1.68032),
(1.2, -8.765096, 2.45441}, (7.3, -0.519655, 2.97407}, (7.4, -0.222248, 3,19632),
.5, 0.0973833, 3.09893}, (7.6, 0.407276, 2.69166}, (7.7, 0.676442, 2.81521},
.8, 8.877963, 1.13725}, (7.9, 0.991688, 0.145562}, (8., 1.00624, -0,860683)

9
2
5
8
(8.1, 0.920176, -1.78086}, (8.2, 0.74200, -2,52295), (8.3, 0.489795, -3.01275},
4
6
8

¥ ]

.4, 8,188521, -3,20127}, (8.5, -0.131686, -3.06966},
.6, -0.438572, -2.63169}, (8.7, _3.79151.92941},
(8.8, -6,894621, -1.03479}, (8.9, -0.9981, —0.0366867}
(9., -1.60177, 0.965082}, (9.1, -0.985261, 1.87034), (9.2, -9.718226, 2.58857},
(9.3, -0.450369, 3.04794}, (9.4, -0.154576, 3.20251}, (9.5, 6.165676, 3.03684]
(9.6, 8,46936, 2,56748), (9.7, 0.726107, 1,84137}, (9.8, 0,916245,4 931126 ,

(9.9, 1.80336, -0.0722308), {10., 0.996134, -1.06836})

Shw[Li stPlot(data[ ;5 , 13} 2], Joined + True, PlotMarkers + Nene

PlotRange - Full], I’l.ov:[m““’2 Cos[betat], (t, 0, 10}, PlotRang

PlotStyle -+ Red] |

Now, I am going to go ahead and evaluate this, notice that for the Euler general function I am
going to pass the first argument. First argument was supposed to be a set of functions. Set of

functions which are defining x dot and those set of functions are id, charge dot and current

dot. So, this is the set of three functions, id is 1, this is q dot and this is i dot.

Initial condition again, the size of initial condition is 3 and size of the function has to be also

3, if these two are not equally in some sort of error. Then, final time and number of

steps, I am going to take as, let us say 100 to start out small. Let us go ahead and actually, go



ahead and execute this hundred I can print on screen and read so that may remove the

semicolon.

I am going to execute this and there we go, this gives me the expected result. I see an array of
set of 3 points, this is my initial condition, this was the initial value and then some changes
happened to the initial value and then, some more changes and some more evaluation and so

t=10 , so this is the value of final charge and this is the value

on. We get evaluation up to
of final current. Second value is always the charge and third one is the current. So, let us go

ahead and plot this.
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(9., -1.60177, 0.965082), (9.1, -0.965261, 1.87034}, (9.2, -0.718226, 2.58857),
(9.3, -0.459369, 3,04794}, (9.4, -0.154576, 3.20251}, (9.5, 0.165676, 3.03684],
(9.6, 0.46936, 2.56748), (9.7, 0.726107, 1.84137], (9.8, 0,916245, 0.931126),
(9.9, 1.80336, -0.0722368}, {10., 6.996134, -1.06836})

iferap=
Show[ListPlot[data] ;5 , 1 ;@, Joined - True, PlotMarkers - None,

PlotRange + Full], Plot [n
FlotStyle -+ Red] |

Cos[betat], {t, 0, 18}, PlotRange » Full,

Cutf278)=




- 1 -1.00177 0.965082
9.1  -0.985261 1.87034
9.2 -0.718226 2.58857
9.3 -0.459369 3.04794
9.4  -0.154576 3.20251
9.5  0.165676 3.03684
9.6  0.46936 2.56748
9.7  0.726107 1.84137
9.8 0.910245 0.931126
9.9  1.00336 -0.8722308
18, 0.996134 -1.06836

In{278)
Shw[Li stPlot[data[ ;5 , 1 ;; 2], Joined » True, PlotMarkers + None,

PlotRange -+ Full], Plot[e™*/ Cos[beta t], {t, 0, 10}, PlotRange

Plotstyle + Red] | O
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9.7  0.726107 1.84137
9.8  0.910245 8.931126
9.9  1.00336 0.6722308
18, 0.996134 1.06836

[
Bini

Inj280]:=
Shw[l.istﬂot[dntn[ 35 3 155 21, Joined = True, PlotMarkers » Al1,

PlotRange -+ Full], Plot[e™"/* Cos[beta t], {t, 0, 18}, PlotRange + Full,
PlotStyle + Red] |

ListPlot: "
ListPlat: =
ListPlat: .

General: Further output of
Show: C

In order to plot this here is my comparison, what I have done over here is that I am doing a
list plot of the data that I have just calculated and in the data I am taking all the rows, but only
the first and the second column that is I am taking the first column is time, the second column

is current sorry charge.

So, I can go ahead and actually, in order to make it more readable I can do this as table form,
so that you can see. So, the first column is time, second column is charge and the third
column is current and I want to take all the rows, this is for all the rows. But, only the first
and the second column, so that gives me Q as a function of time or Q versus time data, and |

make a list plot of that. So, that gives me, this part gives me the list plot of that.



And, so let me put the plot markers back so that I can see and then I am comparing this with

~t
the analytical solution which is in the red. Analytical solution € /2 | the non-dimensional

version of the analytical solution cos(Bt) . B= vWw—1/4 , w was a dimensionless ratio of L,
R and C.

So, this is he analytical solution, I want to compare the analytical solution with the solution

that [ have got and see that this comparison is really bad. I think I have put a table form here.

(Refer Slide Time: 43:43)

1] EER I - B

chargeDot(t_; charge_, current_)] = current;
currentDot [t , charge_, current_] = -wcharge - current;
initial = {0, 1, 8};

Outj272j=
2.01223

data = eulerGen[{id, chargeDot, currentDot}, initial, 10, 160
Cut[279)/TableForm=

]
8.1 1. 1.
0.2 0.9 1.9
8.3 0.7 2.61
0.4  0.449 3.0859
0.5  0.1431 3.2021
0.6 0.17711 -3.082499
0.7 -0.479609 2.54538
0.8  -0.734147 1.81123

0.9  -0.91527 0.895963
L. -1.00487 0.108903

A ARAATE 1 aARAA

In[281]=
data = eulerGen[{id, chargeDot, currentDot}, initial, 18, 108];

In[282]:=

Shw[ListPlot[data[ 335 133 21, Joined - True, PlotMarkers -+ .ﬁ@
PlotRange - Full], Plot[¢™"/ Cos[beta t], {t, 0, 10}, PlotRange + Full,
Plotstyle + Red] |

Out[262]=
1

Shm[ListPlot[data[ 335 {1, 31, Joined =+ True, PlotMarkers - None,

1
PlotRange -+ Full], Plot[- : e 2 Cos[tbeta] - &'/ beta Sin[t



Oul272)=
2.81223

In[233]:=
data = eulerGen[{id, chargeDot, currentDot}, initial, 10, 20000];

Inj2$4):=
Shw[ListPlot[data{ 33 3 133 21, Joined - True, PlotMarkers = All,

PlotRange + Full], P"Cjn'”’(!cs[betn t], {t, 8, 16}, PlotRange - Full,
PlotStyle -+ Red] |

Outl2d]=
1,

Shw[Listﬂot[dntn{ 33 » {1, 3}1, Joined -+ True, PlotMarkers + &'

So let me remove this table form because I want to take data as a list. Let me put a semicolon
back again, now that you understand, so let me put tangled semicolon here. Now, I am going
to do this comparison and there we go, so this is my analytical solution and it does not really
work very well. It does not give me any comparison, any good comparison with the analytical

solution. So, let me go ahead and see this if this is because of h being large.

Let me make it number steps as thousand, so h becomes small and compare that, that is a
significant improvement. In order to see that we try it as 100 less, try 500 and it is in between.
So 100 was really poor, in order to just verify that, this was 100, 100 was extremely poor, that
means errors were large. 500 is getting better and 1000 is even better, this is thousand and

finally 10000.

If I go ahead and do the 10000, you will see it is a fantastic agreement actually, not that great
but we can actually go ahead and increase it to 20000 and you see from 10000 to 20000 is a
slight amount of improvement. If you notice that, but not a significant amount of
improvement, red and black colours are not exactly on top of each other, but very close to

each other, it is quite decent. So, you can go ahead and play with values of beta.
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Inf25]:=
w=5;
1
beta=.[/w--
4
2.0m
beta

id[t_, charge , current ] =1}

chargeDot(t_, charge , current_] = current;
currentDot [ ;\charge , current ] = -wcharge - current;
initial = (8,1, 8};

Ou[97
2.88292
Inj293):=
AXEl . -
Out[297)=
2.88292
In{302]-=

data = eulerGen[{id, chargeDot, currentDot}, initial, 18, 20000];

Inf303):=
Shw[ListPlot[data[ 33+ 133 21, Joined - True, PlotMarkers = All,

PlotRange - Full], Plot[e™"/ Cos[beta t], {t, 8, 10}, PlotRange + Full,
FlotStyle - Red] |

Out[303)=
1)

Shw[ListPlot[dnta[ 53 3 {1, 3}1, Joined » True, PlotMarkers

. . 2~
So in order to place value of beta what we need to do is, or L/IRC=w 1can go ahead and
make w even smaller, if I make w smaller the oscillation frequency becomes larger. Time
period becomes 2.88, we can actually compare the time period also before the time period

was 2 and that is about right frim peak to peak the time period was 2.

And now it should be close to 3. So, let us go ahead and check that, there we go, it is our

comparison. We changed the value of beta so the curves changed or we changed the value of



w so the curves changed and our time period from this peak to this peak is about 2.88 which

is slightly less than 3 which we can see from the plot over here.

It is a good idea to actually check some of the basics while we are doing the computation so
that we know that computer is doing what we intended to do, we have not made some sort of

mistake.
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W= 208;

beta=,|w- E;
V 4

2.0m

beta

id[t_, charge_, current_] =1;

chargeDot(t_; charge_ , current_) = current;
currentDot[t_; charge , current_] = -wcharge - current;
initial = (@, 1, 0};

Out[338)=
4.74964

In{350]
data = eulerGen[{id, chargeDot, currentbot}, initial, 10, 18

Out[353)s
1.41383

In[358}:=
data = eulerGen[{id, chargeDot, currentDot}, initial, 10, 16600];

Inf3s8]:=
Shw[ListFlot[dntn[ 33 3 1535 21, Joined = True, PlotMarkers + None,

PlotRange -+ Full], Plot [e“” Cos[betat], {t, 8, 10}, PlotRange -+ Full,
FlotStyle -+ Red] |

Cul[358)=

Shw@tﬂot[data[ 334 (1, 3}1, Joined » True, PlotMarkers



When w is 20, L/RC is 20. So, therefore this is going to, the R is going to be very-very
small and as a consequence resistance small that means I should have lots of oscillations and

you see the time period reduced down to 1.41.

Let us go ahead and do this for 10000 points which should be enough, the execution is done,
so let us go ahead and compare and we see the comparison is very well. Let us try to

re-obtain the limit when the resistance is very small.



(Refer Slide Time: 46:55)

5 o [T EER I - B
il e i
E i ————.
=0
1}
! 1
X |t'] Xe
; l fg-t

« Iplemenaution: L ake e rio w= 1 [ €]

w=100; @
1
beta=,/w--;
Vo4

2.0m

beta

id[t_, charge_, current_ ] =1}

chargeDot[t , charge , current ] = current;
currentDot[t_, charge , current ] = -wcharge - current;

initial = {8, 1, 0};

Ou[353)
1.41383
In[358]:=
i Aata = anlarfanffid rharaalat  rurran: +hatl Andtaal 1@ 16
LXE] W =
©.629105
In{367]:=

data = eulerGen[{id, chargeDot, currentDot}, initial, 10, 16 000];

In[388}
Show|ListPlot[data[ ;; , 1 ;3 2], Joined -+ True, PlotMarkers - None,

PlotRange - Full], Plot[e™/* Cos[beta t], {t, 8, 10}, PlotRange » Full,
PlotStyle + Red] |

Ou[368)s
\

Shm[ListPlot[data[ 55 3 {1, 3}1, Joined - True, PlotMarkers -+ None

1
PlotRange » Fulll, Plot[- = ¢"*/2 Cos Tt betal - &/ beta Sin[

Let us make this even larger, let us make w equal to 100 that is the case when resistance

becomes small and we can go ahead and evaluate this and do a comparison. Now, you see as

I make w larger and larger, the damping becomes much-much more slower and there are

more oscillations that are happening.

That means by the time, amplitude decays to one third, we are going to cover more

oscillations. We can go ahead and check that back.
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Inf368]:=
W= 10}
1
beta = 1/m'- -1
4
2.0m
beta

id[t_, charge_, current_] = 1;
chargeDot(t_, charge_, current_] = current;
currentDot[t , charge , current_] = -wcharge - current;
initial = {0, 1, 8);

Ou(3Ti)=
2.01223

In[367]:=
data = eulerGen[{id, chargeDot, currentDot}, initial, 16, 10000] ;.

n{368]:=
T Fhanli daeMlanrdasaw ss 1 20 Am  Faduad | Taua
LXKl I —~ -
Outf371)=
2.01223
In[378]-=

data = eulerGen[{id, chargeDot, currentDot}, initial, 18, 10000];

In[377):2
Shw[ListPlot[data( 333 135 21, Joined = True, PlotMarkers + None,

PlotRange -+ Full], Plot [c'”z Cos[betat], {t, @, 18}, PlotRange - Full,
PlotStyle + Red] |

Oulf377)s
[T]

Show[ListPlot[eata[ 135 {1, 3)}1, Joined - True, PlotMarkers =

w=10

When w was 10, for we can see that amplitude was 1 over here by the time it

dropped down to one third which is about here. We have covered just about one oscillation.
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InfaT8)=

W = 109;
1

beta-,/w--; O
4

2.0m

beta

id[t_, charge_, current_] =1}

chargeDot(t_, charge_, current_] = current;

currentDot[t_, charge , current_] = -wcharge - current;

initial = (@, 1, 0};
Out[380}=

#.629105

Outf30]=
0.629185

In|385]
= data = eulerGen[{id, chargeDot, currentDot}, initial, 10, 16000];
Ir{386) =
Shw[ListPlot[data[ 333 135 21, Joined = True, PlotMarkers + None,
PlotRange -+ Full], Plot[e™*/ Cos[beta t], {t, 0, 10}, PlotRange - Full,
PlotStyle + Red] |

Cout{386)
|

Shw[ListPlot[data[ 33, (1, 311, Joined = True, PlotMarkers -4

And as I increase w, make it larger, let us say make it 100 and there we go. By the time the
amplitude drops to one third that is about here. We have covered about 3 or 4 oscillations.
So, that means we are going more and more closer, the damping becomes less and less
important and we are going more and more closer to the regime, where we are going to see

the oscillations and not much of damping.

You see that at this turning points the agreement is not very well and it is because of the
limitation of the Euler method. We can try to improve it by making this, increasing the h and

let us see if that gives me any significant improvement. It does gives me little bit



improvement but see to get that much of improvement which was about, you know faction of

maybe just about for 4 percent, for 5 percent improvement in this region over here.

I had to double the number of points, the computational cost is very high with the Euler

method. At least that is what we noticed from this exercise, that the computational cost

working with the Euler method is very high because local accuracies order K and global
accuracies order h, so I have to keep on, in order to improve the global accuracy of my
solution I have to linearly scale down h that is, I have to, in order to improve the accuracy

from point 1 to 0.01 that is by an order of magnitude, I have to take 10 times more points.

So, in order to improve accuracy by 1 order magnitude I have to take points 10 times more
which is a huge computational cost. This is something we can improve by using better

methods such as improved Euler’s method or the second order Runge Kutta or even better

fourth order Runge Kutta which is an accuracy of, local accuracy of K and global accuracy

ofhs.

Before we do that, let us go ahead and quickly check. We did plot of current versus time, let

us go ahead and do a plot of current versus, time versus current. This was time versus charge.
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Inf344]:=
Shw[Listi’lut[data[ 335 {1, 3}1, Joined + True, PlotMarkers -+ None,

1
PlotRange -+ Full], P'Lut[- * ¢ "2 Cos[tbeta)] - /2 beta Sin[t beta],

{t, 8, 20}, PlotStyle + Red, PlotRange » Fu'l'l”

Bwini



So in order to time versus current you need to extract the first element and third element of
the data. So, this is all the rows of the data but the first and the third element, first being the

time and third being the current.

So, if I do this and compare this with the current, you can work out the current equation for
the current, I is a function of t from the analytical solution. You will find that this is the

solution and you can do this comparison and you will see this is also a fair agreement.



