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Ok so, we will look at this data set what we have been calculating since morning, I want

to bring one point to your attention. Now you see that I have populated the column with

what I have done here is it is an individual P p, what I showed in the morning is total

average P p.

(Refer Slide Time: 00:31)

There is a small catch here I will I am just going to come there. So, what I have done

again is an individual P L this is individual P p and then I have taken the average of that.

So, this is what I am getting this average P p and you see that this is an average D in

micrometer which I told in the morning right.

So, now when we do this individual P L and individual P p the D I am getting is 87.6

slightly higher than that. So, one of the reason is P p is a random variable, P L is again



random variable each one will follow a distribution. This again this ratio P p by P L will

be it will be produce another random variable that will follow a different distribution that

is why this difference comes.

I just want to bring into attention we will leave it there, but then to come to this putting

our data into this format for example, what we have Professor Sankaran said like we

have t distribution as well as we have.

(Refer Slide Time: 02:01)

So, x bar z x bar plus z this.  So, like he mentioned we can choose to represent the

confidence level in between either t distribution or the z distribution. So, based on that

what we have shown here is you can see that the standard deviation is 0.07 for the data of

we have collected that is n is equal to 42, what we have calculated.

And then the standard deviation for P p is 0.07 then standard deviation for D is 47.32.

And if you look at this confidence level we have arrived at these 2 numbers based on this

based on this.



(Refer Slide Time: 03:08)

So, here we have chosen 95 percent of confident interval. So, if you look at that table just

we talked about.
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See 95 percent of confidence level you look at this 0.95 and our n is 42 right.
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So, n minus 1 we have to see. So, we are supposed to see 41, 41 is not there. So, you

have 40. So, you take this as a t then we can use that and if you use that into this formula

then you get this lower limit and this is higher limit and this is a lower limit and this is

higher limit and.

Student: Sir this is for 1.96?

This for 95 percent.

Student: 1.96.

 Yeah this, what here it is 1.96.

Student: (Refer Time: 04:10) this for normal distribution.

Yeah, say for z not for t yeah. So, what we are seeing is these 2 measurements again

within it comes within this number, what we are seen. And for a t you can substitute

instead of 1.96 it could be 2.02. Then you will this interval will be slightly wider, that is

what we have said.

So, I think that is what we want to show here in this section about these calculations.

Now, what I will do is I will also do that the demo of this Buffon’s experiment like the

probability. I think for that, I would come there and then that will be displayed here. You

can also do a calculation and then see what we get.
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So, what is Buffon’s experiment like I am going to throw this it is 10 small sticks with

the length of 1.5 mm and I am going to throw this on this sheet which is this lines are

separated by about 20 mm.

So, the probability of this small sticks making an intersections in this line is 2 lambda by

pi  t  right.  So,  that  is  about  0.477 right.  So,  what  I  am going to  do is  I  will  do this

experiment 5 times, I will take the average and then will see whether that comes to close

to what that the theory predicts.

So,  I  will  start  my  experiment.  Now  I  will  start  counting  1,  2,  3,  4.  So,  my  first

experiment is first event is 4, now I will collect it again.
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Now, I can put 1, 2, I will count again 1, 2 3, 4, 5, 6, 7, this time it is 7. So, you are

noting down right?
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So, I will throw third time. Now I will start count 1, 2, 3 and then 4. 
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So, I will start again 1, 2, 3, 4, 5, the last event.
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So, 1, 2, 3, 4, so what is the average I am getting?

Student: (Refer Time: 07:47) 4 point sir.

4 point.

Student: 48.



 So, that is it.

(Refer Slide Time: 07:59)

 So, 24 intersection.

Student: (Refer Time: 08:19) 50.

Out of 50.

Student: 54.

Ha.

Student: 50 throw sir.

Ok.

Student: 10 (Refer Time: 08:26).

Intersections: So what we have is how much you get?

Student: 0 point. 

 Ok so, what you get by the theory is like 2 lambda by pi t; so it is also 2 into 15 and this

is 3.14 into 20 right, this what it is right.

Student: 0.47.



 So, this is 0.477; so, that is what it is.

Thank you.


