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Welcome to Dealing with Materials Data. We are looking at the Collection, Analysis and
Interpretation of Data from Material Science and Engineering.
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Nano-titania production

o Microwave plasma process optimization to produce nano-titania

o Optimization: through Design of Experiments (DoE)

o Data and method: described in detail by K Murugan et al, Materials and Manufacturing
Processes, 26, p. 803, 2011

o Synthesis of commercially important titania nanopowder from low cost titanium
tetrachloride using microwave plasma process

o Parametric impact of the process parameters: on (a) the conversion efficiency and (b)
percentage anatase in titania nanopowder
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We are in the module 6 which is on case studies and this is the fourth case study which is on
Design of Experiments.
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Design of Experiments using R

o R libraries: DoE.base, FrF2, DoE.wrapper and RemdrPlugin.DoE

o Prof. Ulrike Gromping, Beuth University of Applied Sciences, Berlin

o Manuals, presentations, and other material

o Making design matrices, full factorial design, and so on

o In this session, how to carry out the analysis using linear model fitting and ANOVA
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We are going to use this microwave plasma process optimisation to produce nano-titania as the
example case to understand design of experiments. Here the optimisation is done through the
design of experiments and the data and the method or describing detail in the paper by K
Murugan et al, Materials and Manufacturing Processes, published in 2011.

This paper is about synthesis of commercially important titania nanopowder from low cast
titanium tetrachloride using microwave plasma process and what they studied and tried to
optimise is the parametric impact on process parameter of the process parameters on conversion
efficiency and percentage anatase in titania powder. So they did the design of experiment, so
that they can optimise the parameters to get maximum efficiency and best percentage and it is

in titania nanopowder.
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CRAN Task View: Design of Experiments (DoE) & Analysis of Experimental Data N

Maintainer: Ulrike Groemping

Contact:  groemping at bhi-berlin.de

Version:  2019-11-22

URL: hups://CRAN R-project.org/view=ExperimentalDesign

This task view collects information on R packages for experimental design and analysis of data from experiments. With a strong increase in the number of relevant packages, packages that focus on
analysls only and do not make relevant contributions for design creatlon are no longer added to this task view. Please feel free to suggest enhancements, and please send information on new
packages or major package updates if you think they belong here, Contact details are given on my Web page

Experimental design is applied in many areas, and methods have been tailored to the needs of various fields. This task view starts out with a section on the historically earliest application area,
agricultural experimentation. Subsequently, it covers the most general packages, continues with specific sections on Industrial experimentation, computer experiments, and experimentation in the
clinical trials contexts (this section is going to be removed eventually; experimental design packages for clinical trials will be integrated into the clinical trials task view), and closes with a section
on varlous special experimental design packages that have been developed for other specific purposes. Of course, the division into fields is not always clear-cut, and some packages from the more
specialized sections can also be applied in general contexts.

You may also notice that my own experience Is mainly from Industrial experimentation (in a broad sense), which may explain a somewhat biased view on things.

Experimental designs for agricultural and plant breeding experiments

Package agricolae s by far the most-used package from this task view (status: October 2017). It offers extensive functionality on experimental design especially for agricultural and plant breeding
experiments, which can also be useful for other purposes. It supports planning of lattice designs, factorlal designs, randomized complete block designs, completely randomized designs,
(Graeco-)Latin square designs, balanced incomplete block designs and alpha designs. There are also various analysis facilities for experimental data, e.g. treatment comparison procedures and
several non-parametric tests, but also some quite specialized possibilities for specific types of experiments. Package desplot is made for plotting the layout of agricultural experiments. Package
agridat offers a large repository of useful agricultural data sets.

Experimental designs for general purposes

There are a few packages for creating and analyzing experimental designs for general purposes: First of all, the standard (generalized) linear model functions in the base e stats are of course
very important for analyzing data from designed experiments (especially functions Um( ), aov () and the methods and functions for the resulting linear model objects). These are concisely
explained in Kuhnert and Venables (2005, p. 109 f.); Vikneswaran (2005) points out specific usages for experimental design (using function contrasts( ), multiple comparison functions and
sgiiponvenience functions L 5 and pl ign()). 2014) Is a good introductory textbook on experimental design In R, which gives many

Nano-titania production: data

o Paper: replication experiments - data is lumped and averages are reported

o Raw data: Available to us thanks to Professor Gokhale, who is one of the co-authors of
the paper

o We will reproduce some of the results of the paper

o Explore, complete the reproduction of all results, and learn to use other libraries:
assignment
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So there are lots of R libraries to do design of experiments DoE.base, FrF2, DoE.wrapper and
there is also a plug in which will allow you to use GOI to do this analysis. Professor Ulrike
Gromping has given lots of material including some slides and manuals etc. and there is also a
CRAN page which is for design of experiments and analysis of experimental data which is

what is shown here.

So it is at the CRAN R project experiment design of experiment’s page. That there lots of
libraries and material that is available and what you can do is given and they also refer to
Gromping’s work and so they have this fractional factorial tool level design which is very
comprehensive R package and there are other packages also which you can explore for doing
the design of experiments. However in this session, this is not what we are planning to do. We

want to carry out the analysis using linear model fitting and ANOVA.



So we rea going to do the most direct way possible so that you will understand it better and we
will use this paper by Murugan et al to confirm that our analysis is okay and we are getting the
same results as is reported in this paper. However, it might be a good idea to explore these and
make some experimental design yourself, for example, the design matrix, how do you design

and things like that. So you can use this libraries and generate them yourselves.
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Microwave Plasma Process Optimization to Produce
Nano Titania through Design of Experiments
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The numerous unique advantages afforded by microwave plasma synthesis have led 1o its extensive ufilization in synthesis of a wide vaniety of
highly pure na - esearch re ¢
using this p
been studied using statistically designed experiments and analysis. The outcome of this research indicat

©cost titanium tetrachloride

in titania nanopowder has
levels of plasma forming gas
flow rate (PFR), additional gas flow rate (AFR), and precursor feed rate (FR), along with high level of carrier gas fow rate (CFR) would result in
the most efficient conversion process with suitable percentage of unatase for photocatalytic applications

AEobhBRDO~E

So the paper has replication experiments, so two levels and two sets of experiments had been
done and what is reported in the paper is lump data only the averages are reported. But we have
the raw data available to thanks to professor Gokhale who is one of the co-authors, so we are
going to use the raw data and |1 am going to share that raw data also with you, so you can do
the analysis on the data and confirm that the results that are reported in the paper is what we
are getting.

And | am not going to reproduce all the results, | am going to leave some of them out so that
you can try and do it yourself. It might take a bit of effort and little bit of reading and also some
amount of practicing with R, and thinking about what the quantities are and how they are
calculated and so on, but you have been thought design of experiments in the other part of the
course and so you should be able to take all that knowledge and use R to solve whatever is left

out.
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TasLE 3.—Table of coefficients for Logit(Eff) (in coded units). Residuals Versus the Order of the Data
(response is Logit(Eff)
Term Effect Coefficient ~ SE Coef. T P ’q
Constant 04375 0.1009 43 0.000 J
PFR ~0.6543 -03272 01009 -3 004 § 24 ,
AFR ~1.7708 ~0.8854 01009  -8.78 0.000 3 .
CFR -0.2607 =0.1304 01009 -1.29 0212 am; . Ve
FR ~0988  ~04943 01009 -4.90 000 % '
RCL 05781 0280 0109 287 0010 § o . *
PWR 0.3558 01779 0.1009 1.76 (X 0t (] % .
ET ~0.0518 -0.0259 0.1009  -0.26 0.800 § ST kS b e
PFR x AFR -0.5027 -0.2513 01009 <249 0,022 8 . * * & .
PFR x CFR -0.5178 -0.2589 01009 -2.57 0.019 -1 . L A
PFR x FR ~0.4461 -0.2230 01009 =221 0.040
AFR x CFR 2 01111 0.1009 110 0.285 24 % $
AFR x FR 360 ~0.1680 01009 ~1.67 0.112 T T T T
5 10 15 2 ] k]
Observation Order

maximization of transformed response will suffice the aim
of the present analysis. The analysis was carried out using g
commercial software MINITAB 13,3,

FiGure 4.—Scatter plot for observation order vs. Std residuals of Logit-
Y.

y = logit(z) = log (—
100 - fitted values in Figs. 4 and 5, respectively. The random

scatter of the points in both these plots confirmed the

(response is Logit(Eff)
-02230% X, X,. 3) 3
The model adequacy was confirmed through the plots of 1.4 5
standardized residuals, against (a) experiment order and (b) 2 »
&) ‘7 . . .
E .
TaBLE 4.—Analysis of Variance Table (ANOVA) for Logit(Eff) (in coded kel e y e
units). g . . . B L% .
Source DF - SS MS ¥ P b .4 ‘e .
. Y
Main effects T 40580 ST 1780 0000 .
2Wayinteractions 5 7057 L4113 433 0008 #1 . i =y
Residual error 19 6.188 03257 2 il ] 1 2
Lack of fit 30226 07419 300 006
Fitted Val
Pure error 16 02476 Hed e
Total 3

FIGURE 5.—Scatter plot for fitted values vs. Std. residuals of Logit-efficiency.
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Normal Probablllty Plot TaBi e 6.—Table of coefficients for Logit(Ana) (in coded units).
090 Tem Effect Coeliicient SE Coel 1 3
% 4 ) Constant L2471 007728 16,44 0.000
# PIR 04692 0,236 007728 3n 0.007
851 AFR 01404 0.0732 007728 095 038
2 % CFR 00783 0.0391 00178 <051 0618 |
B FR 01672 ~0.0836 007728 ~HO8 0293
B& RCL 02647 033 00T -I7 0Im
E 2 4 PWR 01350 00,0690 007728 0xY 0.383
a < ET 00652 0.0326 007728 042 0678
05 nad PER > AFR 00107 0.0053 007728 007 0M6
[\ PFR x CFR 03120 ~0.1560 -202 0058
PFR x FR ~0.3872 -0,1936 8 =251 0022
001 4 AFRx CFR - -0.5804 0202 007128 -17%6 001
AFR x FR 01901 0.0050 007728 123 0.234
2 -1 0 1 2
Std. Residuals (Logt(eff)
Avernga 00000000 Anderson Daring Normatly Test
St 1.01800 A Tam e 7.—Analysis of Variance Tuble (ANOVA) for Logit{Ana) (in coded

units).
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TaLE 2.—The design matrix.

Experiment PR (m'/h) ARR (') CFR(m'h)  FR(cch)  RCL(inches)  PWR(KW) ET("C)

20 0.0 03 40 7 38 9%
20 0.0 03 160 1 4.5 120

|
3 20 0.0 06 40 7 45 120
4 20 0.0 0.6 160 1 38 9%
5 20 0.6 03 40 I 38 90
6 20 0.6 0.3 160 7 45 120
20 0.6 0.6 40 1 4.5 120
8 20 0.6 0.6 160 7 38 90
9 34 0.0 0.3 40 1 38 120
10 34 0.0 03 160 7 45 9%
I 34 0.0 0.6 40 1 45 90
12 34 0.0 0.6 160 7 38 120
13 34 0.6 03 40 7 38 120
14 34 0.6 03 160 I 45 90
15 34 0.6 0.6 40 7 4.5 90

16 34 0.6 0.6 160 I 38 120

7~ chamber. Quantities from both these sources were added up, ~ Validation Trials

CEORRRPO-E

But in principal, you should be able to reproduce all the results in the paper using the lecture
that you have heard on Design of Experiment and the code and the data that | am going to share
with you. So let us do this, we will use; | am also going to keep this paper handy. So this is the
paper by Murugan et al, so this is about microwave plasma process optimisation to produce
nano titania through design of experiments and it also has some interesting conclusions which

is worth going through.

And our aim is to actually take the data and produce the results. By results we mean that this
table of coefficients and this analysis of variants table for example and these figures eight
residuals figures and so on. So you should be able to produce this normal probability plot and

the table of means plots.

They might involve some effort but that will help you understand the methodology as well as
R programming better. So | am going to do for one. So there are two exercises, they are
repetitions of the same exercise, but one is done for percentage efficiency. The other one is

done is for anatase percentage. So let us do this. So we are going to reproduce using R, okay.

(Refer Slide Time: 6:19)
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‘citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start()' for an HTML browser interface to help.
Type 'q()' to quit R.

> X < rD(m.r«:v(")ata,’“ar\o!:Ianl\aﬂ,os-ﬁ.\miuﬁ.l.rw”\
PRR <- X[,2] [ -
AFR <- X[,3] T
CFR <- X[,4]
FR <- X[,5] Search Results R
RCL <- X[,6]
fxﬂ < X[,7] e —
ET < X[,8] —
I1 <- PFR*AFR e
12 <- PFRYCFR .
I3 <- PFR*FR Code demonstrations:
14 <- AFR*CFR abitince Ao
I5 <- AFR*FR Nalp pogee
Eff <- X[,9]

[ F
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power requirement is adjustable
manually through control on the anode current. Magnetron
generated microwaves are transmitted to the gas filled water-
cooled rectangular wave-guide. The plasmatron is a double
walled, water cooled chamber with a central quartz tube

TABLE I.—Input factors, interactions, and responses.

; ) Ay Varisble put or Response Unit Code
of diameter S0mm. The top of the plasmatron is fitted
with a specially designed nozzle for feeding the plasma ing Gas Flow Rate Input l"t/"(’-"l PIR
forming gas without turbulence. The powder synthesizing Ots Flow Rue fnput mhk) AR
v . . AR RS TR Input m'/h (%) CFR
part includes reaction chamber, liquid feeding device with i s m
evaporator, h_cul cxchangq and ppwdcr collcclilon unit. The  Reaction Chamber Length Input inches RCL
liquid or solid precursor is fed into the reaction chamber — Magnetron Power Input kW PWR
through a proper dosing device. One end of the water-cooled IL;;;F"“":'L; Temperature ; Input °C ET
reaction chamber is connected to the plasmatron and the s leraction
PR 3 S % Ay PFR x CFR Interaction
other end is connected with the heat exchanger. The reaction  pg » pg Totevsetion
chamber length (RCL) between the plasmatron and the heat — AFR x CF Interaction
exchanger can be varied depending on the requirements. AR x Interaction
N . . Percer o ¢ A
The seven controllable processing parameters are listed in ~ Perent Responée Ed
Percentage of anatase Response Ana

Table 1.
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Type 'demo()" for some demos, 'help()' for on-line help, or 2
X 32 obs. of 10 variables

'help.start()' for an HTML browser interface to help.
Type 'q()' to quit R. Values

AFR int [1:32) -1-1-1-11111-1.
> X <- read.csv("Data/NanoTitaniaDoEDataFull.csv") Ana nun [1:32] 68.5 65.1 83.5 78.9 82..
> PFR <- X[,2] CFR int [1:32) -1-111-1-111-1.
> AFR <- X[,3] Eff num [1:32] 1.046 1.815 1.658 1.58..
> CFR <- X[,4]

. o ot W 5
> FR < X[,5] o
> RCL <- X[,6)

> PWR <- X[,7]

> ET < X[,8]

> I1 <- PFR*AFR

> 12 <- PFR*CFR

> I3 <- PFR*FR

> 14 <- AFR*CFR

> I5 <- AFR*FR

> Eff <- X[,9)

> Ana <- X[,10]

> Eff <- log(EFf/(100-Eff))

Search Results R

The sewch sting was“mesns”

Vignettes:

Code demonstrations:

kabundance  Animal sbsndance, viusiaaten of it dmensisn daa
s ke techiques

(undeme i ersole)

Help pages:

s Smeniceal wtays
abject

 cbject
f two dimension] duta
it el

@) @
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(Intercept) 0.43747  0.10088 4.336 0.000356 *** qee

PFR -0.32716  0.10088 -3.243 0.004281 ** Data

AFR -0.88539  ©.10088 -8.776 4.12e-08 *** EffFit List of 12

CFR -0.13037  0.10088 -1.292 ©.211763 X 32 obs. of 10 variables

FR -0.49429  0.10088 -4.900 9.95-05 *** Values

RCL 0.28904  0.10088  2.865 0.609908 ** AFR int [1:32] -1-1-1-11111 -1,
PHR 0.17790  0.10088 1.763 0.093899 . Ana num [1:32] 68.5 65.1 83.5 78.9 82..
ET -0.02593  0.10088 -0.257 ©.799920 T g o Vo .
I -0.25136  0.10088 -2.492 0.022131 * LTt

I2 -0.25892  0.10088 -2.567 0.018885 *

13 -0.22304  0.10088 -2.211 0.039501 * Search Results R

14 0.11168  0.10088 1.101 0.284606

15 -0.16800  0.10088 -1.665 6.112264

The sewch sting s “means”

Vignettes
igni . Chrn? Chx? o ‘9 ‘9

Sgnif. codes: B '+¥ 0,061 ‘4" 0,61 470,65 °." 0.1 1 sk kmewns Wil s beom
P Messuerent Eros in A o0t
outlndern  Lecatons vess imssions w0t

W e Rede
e e
e Aode

Residual standard error: 0.5707 on 19 degrees of freedom
Multiple R-squared: 0.885, Adjusted R-squared: 0.8124
F-statistic: 12.19 on 12 and 19 DF, p-value: 1.693e-06

Code demonstrations:

Anial atundonce, visuakzaton of mut Smensin duta
using ubipetechques

okabundance ropp—

Help pages:




Constant 04375 01009 434 0.000
PFR -06543 0327 01009 -3.24 004§ 24
AFR 1708 -0.8854 01009 -8.78 o 3
CFR —02607 01304 01009 -1.29 02§
FR -09886 04943 01009 -4.90 oo & '
RCL 05781 02890 01009 287 0010 8§
PWR 03558 01779 01009 176 0008 8 o .
ET 00518 <0029 01009 ~0.26 0800 §
PFRx AR -05027  -02513 01009 -249 002 §
PERXCFR  -05178  -02589 01009 -2.57 0019 @ -1
PFR x FR 04461 02230 01009 -221 0.040
ARXCFR 0222 011 01009 110 0%,
AFRXFR  -03360  -0.1680 01009 -167 0.112 ’ T . r
5 10 15 20 2% 30
Observation Order
maximization of transformed response will suffice the aim gy 4 Seater plot for observation order vs. St residuals of Logit-
of the present analysis. The analysis was carried out using  uficiency.
commercial software MINITAB 13.3.,
5 4 [
y=logit(z) = log| —— ). (2)
100~z fited values in Figs. 4 and 5, respectively. The random
scatter of the points in both these plots confirmed the
, - X assumptions of randomly and independently distributed
Analysis for Percentage Efficiency of the Yield 2 i el 3
! [. o ge Efficiency / ; o errors (¢). The normal probability plot of the residuals
Table of coefficients and ”;5 ANOVA table for yield (Eig, 6) has points falling more or less on a straight line
efficiency are given in Tables 3 and 4, respectively. These ik confirme the assumption of normality of residuals.
P tables indicate p-values against different terms in Eq. (1) it i ot Ba g i s i &

CEohBRRPNO~E

-0.88653 -0.27026 -0.02314 0.14784 1.09412
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.43747  0.10088 4.336 0.000356 ***
PFR -0.32716  0.10088 -3.243 0.004281 **
AFR -0.88539  0.10088 -8.776 4.12e-08' ***
CFR -0.13037  0.10088 -1.292 0.211763 -
FR -0.49429  0.10088 -4.900 9.95e-05 *** A
RCL 0.28904  0.10088 2.865 0.009908 **
PHR 0.17796  0.10088 1.763 0.093899 .
ET -0.02593  0.10088 -0.257 0.799920
n -0.25136  0.10088 -2.492 0.022131 *
12 -0.25892  0.10088 -2.567 0.018885 *
13 -0.22304  0.10088 -2.211 0.039501 *
14 0.11168  0.10088 1.101 0.284606
I5 -0.16800  0.10088 -1.665 0.112264 ——
... CFR.PFR x IR
Signif. codes: @ ‘***’ 0,001 ‘**’ 9,01 ‘*’ 0.05 ‘.” 0.1 ‘ * 1 e ey in coded input
Residual standard error: 0.5707 on 19 degrees of freedom J LogiElf) = 04375 ~ 032024 X, ~ 08884 X,
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So | am going to take, the first step is to read the data. So let us do that. So we want to read this
data and we, what the paper reports is only the, so this is the design matrix and this is what is
shown in coded form in the data that I will show you and the data on efficiency and percentage
anatase is needed that is not here, so | am going to show you the data. So this might be familiar
to you from the presentation and in the presentation what was shown for these two is the

average of efficiency in anatase of sixteen experiments.

But here we are showing you the full data, so I am going to show for thirty two experiments
and so the first sixteen and the next sixteen is basically reputation of the first sixteen. And in
each case what is the percentage anatase obtained and efficiency percentage is what is given.
So this is the data that we are going to use. So, the first step is to read the data and we know
that the different columns of the table give you this PFR, AFR, CFR, FR, RC, Power, ET etc.



So | am going to use the same symbols because these were the once that are used in the paper,
so | am going to say second column is PFR, third column is AFR, fourth column is CRF etc.
And then there are interactions and the interactions are between PFR and the AFR, CFR, FR
and AFR with CFR and FR. So these were the five interactions which were decided to be

important for this study and that is given here in this table.

So PFR with AFR, CFR, FR and AFR with CFR, FR; so these were decoded to be important
and these are the other seven parameters. So seven plus five there are twelve parameters and
the response is percentage efficacy and percentage anatase which is what is given. So once we
have this, so let us read and get this data. So once we have this data in place, then we can start

our analysis.

The first thing we want to do is that we want to do the logit transformation, which is very
important and | as you have learnt, if you do not do in this case, you might get wrong results
like you might get percentages which go above hundred and things like that. So after we do the

logit transformation, we want to fit and we want to look at how the fitted parameters look like.

So this is the, so | am saying that this logit efficiency is a function PFR, AFR, CFR, FR, RCL,
PWR, ET and these 5 interaction parameters and there is a constant that will show up anyway.
So now you can see that the fit actually gives you the fitted parameters along with their standard

error and now let us compare what we have in the paper.

Okay, so here is what is there in the paper and you can see that this 4375 is this and 3272 is
here and 8854 is here and so on. So basically, this column corresponds to the estimate of the
parameter and this is the standard error. So it is 10088 which is 1009 up to 4 decimal places
and if you take it up to second decimal place, the T value is given for 0.336 minus 3.24, 8.78

etc. and these are the P values.

And in the paper alpha was taken to be 0.05, so anything less than 0.05 here was considered to
be important and the conclusion that was drawn was PFR, FR, FR, RCL and the 3 interactions
of PFR with the other quantities where statistically significant. And here you can see we have
the statistical significance marked by 3 stars, 2 stars and 1 star. So anything up to 1 star is 0.05,

so point is actually 0.1, so it is a 10 percent significance level.

So the other ones, so you can see that 11, 12, 13 which corresponds to this PFR, AFR, PFR,

CFR, PFR, FR are considered to be important here also, so significance code indicated that



with alpha 0.05 these 3 are significant. These 3 are significant, these 2 are significant even with
alpha 0.01, so obviously for 0.5 they are significant, so that is the RCL and PFR and then with
0.001 level of significance, these 2 Fr and the intercept and AFR are important.

So these are these 3 are important. That is what is given now, so 0.4375 also that is this quantity
plus minus 0.3272 PFR that is X1 and minus 0.8854 AFR. And the next one CFR is not
significant, so X3 is kept and then it is X4 which is given 4943, so that is given with X4 and
then the 5th one RCL is important.

S0 2890 X5 is given but X6 is not important, so we have left it out and then 0.2513 X1, X2, so
2513 X1, X2, 2590, 2589 that is X1, X3 and 2230 X1, X4, so these are the parameters which
are important. So it is a same information which is here and same table from which same
conclusion is being drawn. Of course the next step is to do ANOVA on this linear fitting that
we have done. So let us do that.



(Refer Slide Time: 13:30)
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-0.32716  0.10088 -3.243 0.004281 **
-0.88539  0.10088 -8.776 4.12e-08 ***
-0.13037  0.10088 -1.292 0.211763
-0.49429  0.10088 -4.900 9.95e-05 ***
0.28904  0.10088 2.865 0.009908 **
0.17790  0.10088 1.763 0.693899
-0.02593  0.10088 -0.257 0.799920
-0.25136  0.10088 -2.492 0.022131 *
-0.25892  0.10088 -2.567 0.018885 *
-0.22304  0.10088 -2.211 0.039501 *
0.11168  0.10088 1.101 0.284606
-0.16800  0.10088 -1.665 0.112264

Signif. codes: © ‘**+’ 9,001 ‘**’ 9.01 ‘*’ 0.05 .’ 6.1 ‘ ' 1

Residual standard error: 0.5767 on 19 degrees of freedom
Multiple R-squared: 0.885,
F-statistic: 12.19 on 12 and 19 DF,

> Tabled <- anova(EffFit)
Tabled

Adjusted R-squared: 0.8124
p-value: 1.693e-06

bles
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EffFit List of 12

X 32 obs. of 10 variables
Values

AFR int [1:32) -1-1-1-11111-1.
Ana num [1:32] 68.5 65.1 83.5 78.9 82.
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> Tabled
Analysis of Variance Table

Response: Eff
Df Sum Sq Mean Sq F value  Pr(>F)

PFR 1 3.4250 3.4250 10.5167 ©.004281 **
AFR 125.0853 25.0853 77.0256 4.123e-08 ***
CFR 1 0.5439 0.5439 1.6699 0.211763

FR 7.8185 7.8185 24.0069 9.950e-05 ***
RCL 2.6735 2.6735 8.2090 0.009908 **
PHR 1.0128 1.0128 3.1098 0.093899

ET 0.0215 0.0215 0.0661 0.799920

I 2.6217 2.0217 6.2079 0.622131 *

1.5919 1.5919 4.8881 0.039501 *
0.3949 0.3949 1.2124 0.284606
0.9031 0.9631 2.7731 0.112264
6.1878 0.3257

15

1
1
1
1
1
12 1 2.1452 2.1452 6.5871 0.018885 *
1
28
1
Residuals 19

Signif. codes: © ‘***’ 9,001 ‘**’ 9,01 ‘*’ 0,05 .’ 0.1 * 1

>

CEoRRRPNO~E

Consee Teminat - obn Eovsmment Htory Covectons

Response: Eff
Df Sum Sq Mean Sq F value  Pr(>F)

¢ AR, the FR, the
R, PR x CFR, PF

PFR 1 3.4250 3.4250 10.5167 0.004281 **

AFR 125.0853 25.0853 77.0256 4.123e-08 ***

CFR 1 0.5439 0.5439 1.6699 0.211763

FR 7.8185 7.8185 24.0069 9.950e-05 ***

RCL 2.6735 2.6735 8.2090 0.009908 ** Dsiidiviod
PHR 1.0128 1.0128 3.1098 0.093899

1
1
1
ET 1 0.0215 0.0215 0.0661 0.799920

n 12,0217 2.0217 6.2079 0.022131 *
12 1 2.1452 2.1452 6.5871 0.018885 *
3 1 1.5919 1.5919 4.8881 0.039501 *
14 1 0.3949 0.3949 1.2124 0.284606
15 1 0.9631 0.90631 2.7731 0.112264
Residuals 19 6.1878 0.3257

Signif. codes: @ ‘***’ 0,001 ‘**’ 9,01 ‘*’ 0.05 ‘.’ 0.1 ‘ ' 1
> sum(Table4$ Sum Sq'[1:7])
[1] 40.58047

>

REORBRIO®E

So you get these values here and you can see that this is partly a reproduction of a this table
which is the next table and for example residual say 6.188, so that is the information here and
they have also included the main effects and two way interactions separately with some of
squares you can do that too, so here is the command to do that. Let us do. So this is 40.5804

which is the same quantity, which is given 40.580.

And if you go from 8 to 12 which are the two way interactions, so you will get 7.057 which is
the quantity that you get here, two way interactions 7.057. So basically the ANOVA table can
also be reproduced and off course we also want to reproduce the figures 4 and 5 which is for
scatter plot of observation versus residuals, of course, | do not have the data and observation

order, so this will be slightly jumbled up but you can look at the presentation where observation



order is also available. So you can get it in that format and here is the fitted value versus

residuals.

(Refer Slide Time: 15:40)
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Df Sum Sq Mean Sq F value  Pr(>F)

PFR 13,4250 3.4250 10.5167 0.004281 **

AFR 1 25,0853 25,0853 77.0256 4.123e-08 *** e AR e R R

CFR 1 0.5439 0.5439 1.6699 ©.211763 n

R 1 7.8185 7.8185 24.0069 9.950e-05 *++ ) e e Sdint. e

RCL 1 2.6735 2.6735 8.2090 0.609908 ** AN Nt e
PHR 1 1.6128 1.0128 3.1098 ©.093899

ET 1 0.0215 0.0215 0.0661 0.799920 025130 X,X, 02589« X, ¥ Rowhs Yoo
I 1 2.6217 2.6217 6.2079 0.022131 * 02104 XX, o

e St G e e ) St e i 0 e ) ]

3 1 1.5919 1.5919 4.8881 0.039501 * %

14 1 0.3949 0.3949 1.2124 0.284606

15 1 0.9031 0.9631 2.7731 0.112264 i

Residuals 19 6.1878 0.3257

Signif. codes: @ ‘***’ 0,001 ‘**’ 9,61 ‘*’ 0,05 ‘.” 0.1 ‘ ' 1 i

> sum(Tabled$ Sum Sq'[1:7])
[1] 40.58047
> sum(Tabled$'Sum Sq'[8:12])
[1] 7.656927

>

REoRBANO-E

PFR 1 3.4250 3.4250 10.5167 0.004281 ** e
AFR 1 25,0853 25,0853 77.0256 4.123e-08 *** Data

CFR 1 0.5439 0.5439 1.6699 0.211763 EffFit List of 12

FR 1 7.8185 7.8185 24.0069 9.950e-05 *** Tabled 13 obs. of 5 variables

RCL 1 2.6735 2.6735 8.2090 0.009908 ** X 32 obs. of 10 variables

PHR 1 1.6128 1.0128 3.1098 6.093899 . Values

ET 1 0.0215 0.0215 0.0661 0.799920 AFR int [1:32) -1-1-1-11111-1.
51 1 2.6217 2.0217 6.2079 0.622131 * [ - -
2 1 2,145 2.1452 6.5871 0.018885 * et 1 o
13 1 1.5919 1.5919 4.8881 0.039501 *

14 1 0.3949 0.3949 1.2124 0.284606 .

15 1 0.9831 0.9631 2.7731 0.112264 -

Residuals 19 6.1878 0.3257 .

Signif. codes: @ ‘***’ 0,601 ‘**’ 9,01 ‘*’ 0.05 .’ 0.1 ¢ ’ 1 § .

> sun(Tabled$ 'Sum Sq'[1:7]) £

[1] 460.58047 o

> sun(Tabled$"Sun Sq'[8:12]) i

[1] 7.056927 . . = 3

> plot(EffFitSresiduals) 0 s U 18 o % %

> 1 Index

EEoRRRDOR
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AFR 125.0853 25.0853 77.0256 4.123e-08 *** § ounsbroms
0.5439 0.5439 1.6699 0.211763 Data

CFR 1
FR 1 7.8185 7.8185 24.0069 9.950e-05 *** EffFit List of 12

RCL 1 2.6735 2.6735 8.2099 0.009908 ** Tabled 13 obs. of 5 variables

PHR 1 1.0128 1.0128 3.1098 0.093899 . X 32 obs. of 10 variables

ET 1 0.0215 0.0215 0.0661 0.799920 Values

51 1 2.6217 2.0217 6.2079 0.622131 * ARR int [1:32] 1-1-1-11111 -1
I2 1 2.1452 2.1452 6.5871 0.018885 * [

13 1 1.5919 1.5919 4.8881 6.039501 * At

4 1 0.3949 0.3949 1.2124 0.284606

I5 1 60,9031 0.9631 2.7731 0.112264
Residuals 19 6.1878 0.3257

Signif. codes: @ ‘***’ 0,001 ‘**’ 9,01 *’ 0.05 ‘.” 0.1 * ' 1
> sum(Tabled$ Sum Sq'[1:7])

[1] 40.58047

> sum(Tabled$ Sum Sq'[8:12])

[1] 7.656927

> plot(EffFit$residuals)

> plot(fitted.values(EffFit),EffFit$residuals) 2 1 ] ! z
> 1 L
7

REORBRIO®E

So, let us do those two plots now, they can also be done rather straight forward, so this is for
plotting the residual so you get the plot, the other one is for plotting the fitted values versus
residuals, that is also a scatter plot. So let us do that and this is the plot and you can compare

it with the plot from the papers, so this is the plot form the paper.

So you can see that we get the same plot and you can of course draw line at zero separate this
data and look at how it looks. So this is for doing the up to residuals and | am going to leave
the normal probability plot for you to explore as well as the total means for logit efficiency for
you to explore. Once we have done this exercise, we can repeat the same thing with the anatase

percentage, right.
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25,0853 25,0853 77,0256 4.123e-08 ***
0.5439 0.5439 1.6699 0.211763
7.8185 7.8185 24.0069 9.950e-05 ***
2.6735 2.6735 8.2090 0.009908 **
1.0128 1.0128 3.1098 0.093899 .
0.6215 0.0215 0.0661 0.799920
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Data
EffFit List of 12
Tabled 13 obs. of 5 variables
X 32 obs. of 10 variables

s 0
maximize the efficiency the PFR, the AFR, md the FR
should be kept at Jow levels, whike the RCL and the CFR

Resicuaks Versus the Fted Valuss.
[

lues
R

int [1:32) -1-1-1-11111

-

0]

Mot

808 K. MURUGAN ET AL.
TasLe 6.—Table of coefficients for Logit(Ana) (in coded units).

Tem Effet  Coeficient  SE Coef T P
Constant 1.2471 007728 1614 0.000
PFR 04692 0.2346 0:07728 M 0.007
AFR 0.1464 0.0732 0.07728 0.95 0.355

_é‘ CFR -0.0783  -0.0391 007728 -0.51 0.618

3 FR -0.1672  -0.0836 007728 ~1.08 0.293

E RCL -02647  -0.1323 007728 -L.71 0103

[ PWR 0.1380 0.0690 007728 089 0383

['% ET 0.0652 0.0326 007728 042 0.678
PFRx AFR  0.0107 0.0053 007728 007 0946
PFRxCFR  -0.3120  -0.1560 007728 <202 0.058
PFR x FR -0.3872  -0.1936 007728 =251 0022
AFRx CFR  -0.5804  -0.2902 007728 =376 0.001
AFR x FR 0.1901 0.0950 0.07728 123 023

2 q4 0 1 2
Std. Residuals (Logit(eff))

Ausrage’ 00000000 AndarsaDering Normalty Test e . -

StDev. 101600 A-Squered 0396 TasLe 7.—Analysis of Variance Table (ANOVA) for Logit(Ana) (in coded

N3 P-Vabe 0350 unils).

FiGure 6.—Normal probability plot for the Std. residuals of Logit-efficiency. Source DF s MS F [
Main Effects 1 29520 042172 221 0.081
2-Way Interactions 5 49631 099263 519 0.004

TSRS g i Ty iliv Residual Error 19 36314 019113
nalysis for Percentage Anatase in the Titan owder
Analysis for Percentage Anatase in the Titania Powde Lok N e

SoRRARI

+| Bowats

file Edit Code View PMots fession Buld Debwy Profle Tools Help

Conn b

(Intercept) 1.247125 0.077285 16,137 1.51e-12 ***

PFR 0.234583 0.077285 3,035 0.00681 **

AFR 0.073196  0.077285 0.947 0.35548

CFR -0.039137 0.077285 -0.506 0.61840

R -0.083612  0.077285 -1.082 0.29285

RCL -0.132345 0.077285 -1.712 0.10309

PR 0.069020 0.077285 0.893 0.38300

ET 0.032586 0.077285 0.422 0.67802

n 0.005323  0.077285 0.069 0.94581

12 -0.156017 0.077285 -2.0619 0.05785

13 -0.193602 0.077285 -2.505 0.02151 *

14 -0.290212  0.077285 -3.755 0.00134 **

I5 0.095036 0.077285 1.230 0.23383

Signif. codes: @ ‘**+’ 0,001 ‘**’ 0.01 ‘*’ 0.05 ‘.” 0.1 ‘ ' 1
Residual standard error: .4372 on 19 degrees of freedom
Multiple R-squared: 0.6855,  Adjusted R-squared: 0.4869
F-statistic: 3.451 on 12 and 19 DF, p-value: 0.007912

>
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Data

AnaFit List of 12

EffFit List of 12

Tabled 13 obs. of 5 variables

X 32 obs. of 10 variables
Values

o
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List of 12
List of 12
13 obs. of 5 variables
32 obs. of 10 variables

So let us do that. So we take logit on anatase percentage and we again fit it for a this thing and
you get the fitted parameters and you get the significant ones to be 13, 14, PFR and the intercept
and that is the conclusion that is also drawn from this namely that for anatase you see that
constant PFR, the rest of them are greater than 0.05 except for PFR, FR, DFR, CFR, so these

are the only for which are important.

And that is the same conclusion you draw from here, so up to 0.01significance alpha 0.01 it is
14 and PFR and 0.05 significance it is I3 and 0.001 significance it is the intercept. So that is
what is given here in the in the paper. So they look at it and then they say that constant X1, X4,
X1, X3 and PFR was already there. Okay. So then you can again do the same plots and do the
ANOVA and so on.

So those are the commands that are given here after you have the fit, you can make those plots,
so you can make the residual plot you can also make the fitted values versus residuals plot and
you can compare this figure with what is given in the paper. So this is observation order. So
you can see here how this figure compares with this, so we are getting same results and off
course the other quantity to reproduce is the table of ANOVA and you can do that by
reproducing the table 7 or at least parts of table 7 by doing the ANOVA.

So you draw the same conclusions and again you can just add up the sums of squares for these
are adapt the sums up squares for these and you will get the numbers which are the same, so
we did and you can add up. So you will get 2.952 and 4.963 and you see that it is 2.952 and
4.963, so that is the way you get and there is also of course residual which is 3.6314 and here

residual is 3.6316, so it is the same result, so we can see that we have reproduced.
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Analysis of Variance Table

Response: Ana
Df Sun Sq Mean Sq F value Pr(>F)

Data
AnaFit List of 12
EffFit List of 12
Tabled 13 obs. of 5 variables
Table? 13 obs. of 5 variables
X 32 obs. of 10 variables

T Pt Pdan My Vot =

P Abge. 0 f § baim

00

PFR 11,7609 1.76094 9.2131 0.006808 **
AFR 10,1714 0.17145 0.8970 0.355482
CFR 10,0490 0.04902 0.2564 0.618401
FR 10.2237 0.22371 1.1704 0.292855
RCL 10,5605 0.56049 2.9324 0.163090
PHR 10.1524 0.15244 0.7976 0.382999
ET 10.0340 6.03398 0.1778 0.678020
I 10.0009 0.00091 0.0047 0.945813
2 10.7789 0.77892 4.0753 0.057855
3 11.1994 1.19942 6.2753 0.621510 *
14 12,6951 2.69513 14,1007 0.001340 **
IS 10,2890 0.28902 1.5121 0.233828

Residuals 19 3.6316 0.19113

AnaFnsresicuas

os

Signif. codes:

1

@ 4+ 9,601 ‘#x’ 9,61 ‘** 0,05 ‘.7 0.1 "1

08 Tl 15 20

ied values{AnaFl

v

Response: Ana
Df Sum Sq Mean Sq F value Pr(>F)

w Pots fesion Buld Deboy Profle Tocs help

Data
AnaFit List of 12
EffFit List of 12
Tabled 13 obs. of 5 variables
Table7? 13 obs. of 5 variables

PFR 11,7609 1.76094 9.2131 0.006808 **
AFR 10.1714 0.17145 0.8970 0.355482
CFR 10.0490 0.04902 0.2564 0.618401
FR 10,2237 0.22371 1.1704 0.292855
RCL 10,5605 0.56049 2,9324 0.103090
PHR 10.1524 0.15244 0.7976 0.382999
ET 10,0340 0.03398 0.1778 0.678020
n 1 0.0009 0.60091 0.0047 0.945813
2 10.7789 0.77892 4.0753 0.057855
I 11,1994 1.19942 6.2753 0.021510 *
14 12.6951 2.69513 14.1607 0.001340 **
I5 10.2890 0.28962 1.5121 0.233828

Residuals 19 3.6316 0,19113

> AoVAnaFit <- aov(Ana ~ P'P‘X(Z\N + CFR + FR) +
+ PUR +
summary(AoVAnaFit)

CEoRBRRNO~E

Signif. codes: @ ‘***’ 0,001 ‘**’ 9,01 ‘*’ 0.05 ‘.” 0.1 ‘ ' 1

X 32 obs. of 10 variables
[ —
Pt Abom 0 oo -
is o !
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+ PHR + ET )
> summary(AoVAnaFit)

Df Sum Sq Mean Sq F value Pr(>F)
PFR 1 1.761 1.7609 9.213 0.00681 *

*

AFR 1 0.171 0.1714  0.897 0.35548
CFR 1 0.049 0.0490 0.256 0.61840
FR 1 0.224 0.2237 1.170 0.29285
RCL 1 0.560 0.5605 2,932 0.10309
PHR 1 0.152 0.1524  0.798 0.38300
ET 1 0.034 0.0340 0.178 0.67802
PFR:AFR 1 0.001 0.0009 0.005 0.94581
PFR:CFR 1 0.779 0.7789 4.075 0.05785
PFR:FR 1 1.199 1.1994 6.275 0.02151 *
AFR:CFR 1 2,695 2.6951 14.101 0,00134 **
AFR:FR 1 0.289 0.2890 1,512 0.23383

Residuals 19 3.632 0.1911

CEoRRRDORE

Signif. codes: © ‘**+’ 9,001 ‘**’ 9.01 ‘*’ 0.65 ‘.’ 0.1 * ' 1

> AoVAnaFit <- aov(Ana ~ PFR¥(AFR + CFR + FR) + AFR*(CFR+FR) + RcL  Data

Signif. codes: @ ‘***’ 0,001 ‘**’ 0.01 ‘*’ 0.05 ‘.” 0.1 ‘ ’ 1

AnaFit
AoVAnaFit
EffFit
Tabled
Table7

List of 12
List of 12
List of 12
13 obs. of 5 variables
13 obs. of 5 variables

T Pats Pkapn Wy Vot

P tom Ay

o { g ain

AnaFnsresicuals

os

08

T} 15 20

it values(AnaFl




Consie Terst - obn Eovanent Watory Covectons

Signif. codes: © ‘***’ 9,001 ‘**' 0.01 ‘*’ 0,05 ‘.’ 0.1 ¢ o
> AOVEFFFit <- aov(EFf ~ PFR*(AFR + CFR + FR) + AFR* ((FR+FR) + RCL Dﬂt'

+ PHR + ET ) AnaFit List of 12
> summary(AoVEffFit) AoVAnaFit  List of 12
Df Sum Sq Mean Sq F value Pr(>F) AoVEFfFit  List of 12
PFR 1 3.425 3.425 10.517 0.00428 ** EffFit List of 12
AFR 125.085 25.085 77.626 4.12e-08 *** Tabled 13 obs. of 5 variables
CFR 1 0.544 0.544 1.670 0.21176 [ -
FR 1 7.818 7.818 24.007 9.95e-05 *** e R 1

RCL 1 2,673 2.673 8.209 0.00991 **
PR 1 1,013 1.013 3.110 0.093%0
ET 1 0.022 0.022 0.066 0.79992
PFR:AFR 1 2,022 2.022 6.208 0.02213 *
PFR:CFR 1 2.145 2.145 6.587 0.01888 *
PFR:FR 1 1.592 1.592 4.888 0.03950 *
AFR:CFR 1 0.395 0.395 1.212 0.28461
AFR:FR 1 0.903 0.903 2.773 0.11226
Residuals 19 6.188 0.326

Signif. codes: © ‘***’ 9,001 ‘**’ 9,01 ‘*’ 0,65 ‘.’ 6.1 ‘ * 1
J i values(AnaFiy
7

SoRBRRATO~E

Now this is not the only command, there is also another way of doing this analysis, which is
what | want to show here, so let us do this. So this is the command AOV so anatase the logit
transformed is functioned of, so this star symbol means that individual that is PFR plus AFR
plus PFR colon AFR which is the cross term and any duplicate will be removed. So PFR, CFR
means PFR plus CFR and PFR, CFR but PFR is already there so that will be removed and so

here this is another way of writing the same interaction.

So PFR has an interaction with all these AFR has an interaction with these two, so those are
the 5 interactions and the remaining terms without interaction and with interaction terms. So
you can do and then you can do a fitting and you get the same result, I mean the results are not
at all different, which is expected except that now instead of 11, 12 etc., you can clearly see

what the interactions are also.

So this is another one line command for you to do the same analysis and get the same sort of
results and you can also do this not just for ANOVA, you can also do it for efficiency, so lets
do that also. So you get the same conclusions namely that these 3 interactions are important
and these 4 are important and these are not important from the point of view of the significance,
right.

So this is the paper and so we are able to reproduce most of the results and the remaining ones
also you will be able to reproduce yourself and its also a good idea to understand these
significance levels and the table 9 validation trails, but I am going to leave that to you to explore
on your own and because all the data will be available and the presentation of design of



experiments is available and this script will be available to you so it should not be very difficult

for you to reproduce them on your own.

So to summarize design of experiments is very important and you can optimize process
parameters by carefully setting up the experiments and then analysing them and such
statistically planned experiments and the statistics that you get from them will make life easy
for you in terms of optimisation otherwise there are too many parameters and you need to take
a call on how many experiments you will do and how you will change the parameters and so

on.

So this is a nice way of doing it and for doing that off course there are lots of libraries in R
which you can use but | have also shown you that with whatever we have learned, we have
learned the linear model fitting and ANOVA, using just these 2 commands or combinations of

such commands you can get all the information you want.

So if you want to set up a new set of experiments for some optimisation, here is a way to
explore and | also strongly urge you to go through the material on design of experiments and
the libraries that are available and the other ways of doing things. For example, | have not
shown how to make the design matrix but you can generate those things also using R, which

will help you set up your experiments.

So we have looked at one two factor experiment and reproduce the design of experiments
analysis that was done in the paper. I hope this will help you set up more experiments of your
own along these slides. Thank you.



