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Welcome to Dealing with Materials Data, we are looking at the collection, analysis and
interpretation of data for material science and engineering.
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Module 4: Data processing

From data to underlying distribution
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We are in module 4 on data processing, and we are looking at how to go from data to the
underlying distribution.
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Estimating properties of the distribution

o Mean, mean-squared deviation / root-mean-squared deviation of a data
o Data: sample of the underlying probability distribution

o How are the averages of the data related to the properties of the probability distribution?
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We have known how to estimate properties of a given data set or data series. We can calculate
the average and the mean squared deviation and root mean squared deviation from the average
of the data. But we know that the data is a sample of the underlying probability distribution.
So, we want to get the averages of the, from the averages of the data, the properties of the
probability distribution. So how to go from the quantities that we calculate here to the properties

of the probability distribution is something that we are going to discuss in this session.
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Mean of the distribution

o Data: independent random samples

o Best estimate of the mean of the distribution :average of the data

o Best estimate of the variance of the distribution: slightly larger than the
mean-squared-deviation from average of the data

Y ( i )\1.5.!)

n-1

o For large n, ””] ~

o Standard deviation of the distribution: square root of the variance
N ' vl
o Data: if not independent = 4°: even larger

o The estimates of the mean and variance of the distribution from the average and spread
of the data: point estimates
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We are going to assume that the data is independent random samples. And the best estimate of
the mean of the distribution is nothing but the average of the data. Best estimate of the variance
of the distribution is slightly larger than the mean squared deviation from average of the data.

6 = (l)M.s.D

n—-1

And standard deviation of the distribution of course, is the square root of the variance. But if
this assumption of data being independent is not true, then the variance that you will get will
be even larger than what you estimate from this formula. And the estimates of the mean and
variance of the distribution from the average and spread of the data, we call this as point

estimates, because we are just calculating one number.

For example, we calculate the average of the data and we say that this is the best estimate for
the mean of the distribution. We calculate the MSD and from which we can calculate the

variance and we say that that is the best estimate for the variance of the distribution. So, these



kind of estimates are point estimates, but sometimes we are also interested in giving interval

estimates, which we will also discuss in this session as we go along.
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Accuracy of mean: Student's t

o How accurate is the mean?

o More the data points; closer is the data mean to the true mean of the distribution
o Accuracy is not equal to o but is decided by o

o Average of the data X: is also a sample from a distribution;

o Repeat the series of experiments a large number of times; the distribution from which the
average is sampled can be recovered!

e
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Sometimes we want to know how accurate is the mean that we have estimated. If you have
more and more data points, of course, the average that you will get from the data will be closer
to the true mean of the distribution. The accuracy of the mean is given by the standard
deviation, but it is not equal to the standard deviation. The average of the data x bar is also a

sample from the distribution.

So, if you generate lots of data and lots of such averages, that will actually help you recover
the distribution from which the average itself is sampled. So, it is possible to do large number
of experiments and to get better estimate for the mean by getting the average from several

datasets.
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Variance: n independent measurements

o nindependent series of measurements

' ) 0 '
o Variance of the average: of =

)
where Ax? = x? — x*

o Note: only when the statistical variations in the measurements are all independent
o Not independent: individual fluctations do not add quadratically; error becomes larger

o What happens if the data are correlated? Discuss later in terms of correlation length ne.
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Now, variance again if you assume that the measurements we are making are all independent,

is the, variance of the average

q

oy

“ o Ax?
6= —= V—
X Vn n—1

This is true only when the statistical variations in the measurements are all independent. If they
are not independent, individual fluctuations do not add up like this and so there becomes larger.
What happens if the data is correlated? So, correlation also should be accounted for when we
are calculating the variance and how to do it in a particular scenario is something that we will

discuss later in the case studies.
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Student's t

o If the measurements are samples from a normal distribution; since @ has a spread,

t = Y201 o T,, where v is the degrees of freedom of the t-distribution

o Using the t-distribution, now, we can give a confidence interval: the interval within which
the true mean will lie with a given probability (or confidence level, say, 50%, 75%, 90%,
99% and so on)

o Interval estimates

" K
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Now, let us go back to the estimating the mean. If the measurements are samples from a normal
distribution, so, we are making here an assumption about the distribution from which this data
is sampled. And since the variance has a spread, we have to look at this quantity root n x bar

minus mu by sigma hat or x bar minus mu by sigma hat by root n.

_ Vn@x-p)
t=———~Tp
And that goes as t distribution with new degrees of freedom. And this degrees of freedom is
determined by the total number of observations n minus 1, because we have already calculated
the 1 quantity from the data which is the average.

Using t distribution we can give a confidence interval. By that what we mean is that we can
say, with 50 percent probability the mean will lie in this range or with 95 percent probability
the mean will lie in this range or with 99 percent probability the mean will lie in this range and
so on. This kind of estimates where we are not giving one number for the mean but we are

saying what is the range in which the mean will fall is known as interval estimates.

So, you can either give point estimates, you can take the data, you can for example average and
give that as a maximum likelihood estimate for the mean of the distribution. Or you can say
that okay, the mean will lie in this range with so much of certainty, 90 percent probability that
the mean will lie only in this range. So, those kind of things you can make, this is from the t
distribution. Assuming normal this is t distribution, because there is the Sigma also which has

a spread.



But suppose if the sigma is known exactly, and you do not have to estimate it from the data,

then you can put sigma here and you can see that that distribution is actually standard normal.
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Accuracy of mean: Standard normal

o How accurate is the mean = if o is known and not estimated from the data?
o t= YU | N(D,1)

o Use standard normal to estimate the interval in which the true mean lies!
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So it is also possible to estimate from the standard normal distribution, the intervals. So you
can say, okay, with 90 percent probability, the true mean will lie in this range. And for that, we
have to use the standard normal distribution. So whether it is t or standard normal is determined,
whether it is sigma hat or sigma. Sigma hat meaning we estimated it from the data, Sigma

meaning we knew it, and we did not calculate it from the data.
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Accuracy of variance

o Statistics of variance: statistics of a sum of squares of a random variable
o % distribution
o Relative standard deviation of variance: \If 1

1
V2n-1)

o Relative standard deviation of standard deviation:

. + . ' . b . " '
o Relative standard deviations indicated above: comes from the \* distribution

(¥
— Desling with Materl Dita " 9/t



. . . 2
Relative standard deviation of variance: N

Relative standard deviation of standard deviation:

1
V2(n-1)

And these were obtained from the chi squared distribution. So, it is possible to estimate also

the accuracy of the variance.
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Accuracy of variance

o Independent measurements; relative standard accuracy of & is !

V2(n-1)
o Consider out conductivity case

o Mean: 1013

o Standard deviation: 0.1

o We have made 20 measurements

o That means, relative inaccuracy of 0.1 is 1/,/(38) = 0.16

o So, including the error in standard deviation, we should report the conductivity as is
10134012

o Note, however, given the significant digits, we will stil report only 0.1

\‘ .
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Just by knowing these numbers, one can get these numbers fairly easily. For example, let us
say that we have this conductivity data that we are looking at, the mean of which is 101.3 an
the standard deviation is 0.1. We have made 20 measurements, so that means a relative
inaccuracy in the variance, the 0.1 is 1 by square root 38 and that is 0.16. So the actual number
could be 0.1 plus or minus 0.16. So because of which, if we include the error, then we should

report the number as 101.3 plus or minus 0.12.

But because of the significance of the digits, we are not willing to go beyond 1 significant digit,
because of which we will still report it as 0.1. But if the significant digits are higher, or if this
number is not 2 but something like 6 or 7, then the numbers would actually change. So, one
way of looking at accuracy of variance is to look at the relative accuracy and report numbers

accordingly.
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Module: Data processing using R

M P Gururajan and Hina A Gokhale

Indian Institute of Technology Bombay, Mumbai

1 Interval estimation and confidence levels
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So we will just go to the data that we have and which is the data on the conductivity. And let
us look at the point and interval estimates. And let us also try to understand where these
estimates are coming from. So the first thing to do is to, we are going to use the t distribution,
because we are going to assume that the data is normally distributed. So let us just plot the t
distribution and see how it looks like.

(Refer Slide Time: 9:25)
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Copyright (€) 2019 The R Foundation for Statistical Computing
Platform: x86_64-pc-1inux-gnu (64-bit) Values
X nom [1:61) +3 <2.9 2.8 +2,7 2.6 2
R {s free software and cones with ABSOLUTELY NO WARRANTY,
You are welcone to redistribute Lt under certaln conditions,
Type 'Ucense()' or 'Uicence()' for distribution detatls,

Natural language support but running {n an English locale . -

R s a collaborative project with many contributors, MRt Wi 19 401
Type 'contributors()' for more \nformation and
‘eltation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.start()' for an HTML browser {nterface to help,
Type 'q()' to quit R,

« 50q(<3,3,0.1)
» plot(x,dt(x,19),malns"t-distribution with 19 d.o.f*,xlab
t", ylabe"f(t)")

|
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So this is the code. So we are very familiar with this. So we have a sequence minus 3 to plus
3. And we are going to plot this sequence and the probability density function for that sequence
with 19 degrees of freedom using the t distribution, so that is what is plotted. And you can see

that the t distribution looks like this. Now from this probability distribution function, we know



that the area under this curve is 1, which means for the data to lie anywhere between minus

infinity to plus infinity in this curve is 1, that is 100 percent probability that the data will lie.

But that is not very useful. So, for example, if you wanted to know 95 percent of data, for
example, will lie in what range and it is symmetric about 0. So, if you take off 0.025 on this
side and 0.025 on that side, the remaining region will give you the probability that 90 percent
of the time the data will fall in this range. So, that is what we are using to give the interval

estimates. To know it a little bit better, let us do the other plotting.

(Refer Slide Time: 10:41)
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R is a collaborative project with many contributors, '
Type 'contributors()' for more \nformation and Values
‘citation()' on how to cite R or R packages in publications, % non [1:61) +3 2,9 2.8 2,7 2.6 -2

Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.start()' for an HTML browser interface to help,
Type 'q()' to quit R,
seq(+3,3,0.1)
» plot(x,dt(x,19) ,malne"t-distribution with 19 d.o.f" ,xlab Mlawiemon wi 19 dot
t", ylabs"f(t)")
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So, we have, we are going to have 2 plots, both are from minus 3 to plus 3. One is a t distribution
with 19 degrees of freedom, the other one is normal distribution with, standard normal with the
0 mean and 1 standard deviation. And what we are plotting is the cumulative probability
distribution. So pt and pnorm, that is what we are plotting. And we are going to draw 2 vertical
lines, one is 0.025, other one is 0.975. Okay, so let us plot this.
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Type 'contributors()' for more {nformation and ’
‘cltation()' on how to cite R or R packages {n publications, Values
X nom (1:61) +3 2,9 2.8 <2,7 2.6 -2
Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.start()' for an HTML browser \nterface to help.
Type 'a()' to quit R.

X ¢« seq(+3,3,0.1) - - oo
» plot(x,dt(x,19),matne"t-dlstribution with 19 d.0.1",xlab ’
", ylabs"f(t)") A0 W 19 0
» par(nfrowsc(2,1))
» X < 50q(+3,3,0.1)
» plot(x,pt(x,19) ,matne"t-distribution with 19 d.o0,f" xlab
t*, ylabs"F(t)*)
» abline(veqt(0.025,19))

» abline(v=qt(0.975,19)) Sandard noima divtbution

» plot(x,pnorn(x,0,1),malne"Standard normal distribution”, xlab
X", ylabe"F(x)*)

» abline(v=qnorn(0,025,0,1))

» abline(veqnorn(0.975,0,1))

So, you see that, first thing is between t distribution and standard normal distribution, there is

a small difference. So let us zoom this and see.

(Refer Slide Time: 11:41)
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So, you can see that in the case of t distribution 2.5 percent of the data will fall up to this value,
whereas in the case of normal it is slightly greater than minus 2. Similarly, on the other side,
97.5 percent of the data will fall from minus infinity to this value, which is slightly greater than
2, but it is slightly smaller than 2 for the normal distribution. In other words, in t distribution
and in standard normal distribution, between these two lines, 95 percent of the data will fall

because remaining 2.5 is in this tail and in that tail.



Similarly, for standard normal, 95 percent of the data will fall in this range and 2.5 is falling
here and 2.5 is falling here. This is how we determine the confidence interval. When we say
the probability with 95 percent confidence that the main will lie in this range. So, this is the
range that we are trying to calculate from the given data and then we are giving that range
saying that okay, so the mean should lie in this. The true mean is somewhere and our data mean

is somewhere, but that distribution is because we are sampling from the distribution.

And depending on whether we know the standard deviation or we do not know the standard
deviation we use either normal or t distribution. So, that is what the idea behind determining

the interval estimate is.

(Refer Slide Time: 13:13)
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54 n < length(XiConductivity

5 Values
5% y » ¢(n,1

56 y < XiConductivity Xbar L 101,719130321601
STy < yy alpha 0.5

58 S sun(y)/(n1 b 100,920869678399
N5 sqres n 201
60 alpha 0.5 § 0.1
61 & < Xbar«qt(0.5%alpha,n-1)*S/sqrt(n T . Voo
62 b Xbar-qt(0.5 alpha,n-1)*S/sqrt(n

63 a

64 b

AlaRamon win 19404

Bundard nomal disibution

> 2
(1) 101,719
b
] 100,9209

(1
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So, we are looking at the conductivity data and using the t distribution and standard normal
distribution, it is possible to estimate the confidence intervals for the true mean for all the
conductivity data, in what range will it lie. And to do that, we are going to use the same idea.
So, if we are given some confidence intervals. Let us say we want to make sure that 90 percent

probability the data should lie in this range or 95 like we have taken.

Which means there is a 2.5 percent probability here and 2.5 percent probability here and same
is here. So, which means 5 into 0.5, so, that should be the value that you should calculate to
know what this point is. And 0.025 on this side, you should calculate to know where this point
is, in the t distribution and in the standard normal distribution. So, and if you do, then if that
alpha is 5, for example, 100 into 1 minus alpha, so alpha is 0.05, so that is 95. So 95 percent
confidence level you can give this.
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54 n < length(XSConductivity
101,335456396001

55y e b

56y < XSConductivity Xbar ) &,

§1y <y S 0.,100524937990009

585 < sun(y)/(n1 X nun [1:61) <3 <2,9 <2.8 <2.7 <2.6 2
595 sqre(s Kbar 101,32

60 alpha < 0.5 y nun (1:20) 0,0064 0,0004 0,0004 0,00
61 8 < Xbareqt(0.5%alpha,n-1)*S/sqrtin P

62 b < Xbar-qt(0.5%alpha,n-1)*S/sqrt(n
63 a
64 b
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§ < sun(y)/(n-1)
§ < sqre(S)

» alpha < 0.5 Bandard noimal disiribution
» 3 < Xbarsqt(0.5%alpha,n-1)*5/sqrt(n)

» b o« Xbar-qt(0.5%lpha,n-1)*S/sqrt(n)

(1) 161.3045

So, in order to do that, let us take the first the conductivity copper data and let us do it here. So,
you can see what this computation does. We are going to read the data and we are going to
calculate the average value of the data. We know how many data points are there and then we
are going to calculate the standard deviation from the data itself. So, this is the standard

deviation from the data.

Once we have the standard deviation, let us say we want to know what is the 50 percent
probability that the mean will lie, what is the range in which the mean will lie, if we say 50
percent of the times we have to be right. That means the alpha is 0.5 and we will multiply this

by 0.5, because we want to have half on this side half on that side. 50 percent is in the middle,



so there is 25 percent on the lower end and 25 percent on the upper end of these stale portions.

So, that is why this 0.5 multiplication is there.

And we are using t distribution with n minus 1 degrees of freedom because we have calculated
the average, so 1 degree of freedom is gone. And t distribution because we are using the
standard deviation which we have estimated from the data itself.

(Refer Slide Time: 15:43)
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54 n < length(XSConductivity ‘b 101, 335456396081

56 y < XiConductivity Xbar " 20l

STy <yy 0.100524937990009

5688 sun(y)/(n1 X nun [1:61) 3 2,9 <2.8 <27 2,6 <2
%S sqre(s Xbar 101,32

60 alpha 0.5 y nun [1:20] 0,0064 0,0004 0,0004 0,00

55y cend

61 & < Xbar+qt(0.5%alpha,n-1)*S/sqrtin P G Ruingn ) . o
62 b < Xbar-qt(0.5%alpha,n-1)*S/sqrt(n :

63 2

64 b
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» alpha < 0.5
p <+ Xbar+qt(0.5%lpha,n-1)*5/sqrt(n)

b <« Xbar-qt(0.5%lpha,n-1)*S/sqrt(n) BAndand noimal disibution

N ]

(1) 101.3045
. b X
(1) 101,3355

',‘
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So, you can get and you will see that the a and b values, so, 101.3045 to 101.3355, in between
this the mean will lie and that is with 50 percent probability. Of course, you can make this
higher by giving other values. Suppose if you wanted to have 90 percent probability, then 10
percent is the alpha value and so, 0.05, 0.05 on either side. So, this 0.5 multiplying 0.1 will take
care of that.

And if we do that, so, if you want to have higher confidence that you want to make sure that
not just 50 percent of the times but 90 percent of the times the data should fall, obviously, if 90
percent of the times it has to fall, these points are going to become wider. And that is what you
see 101.28, 101.35 as compared to the previous value where it was 30 and 33, right, so 28 to

35. So, the range has expanded and you can do it for other values also.
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595 < sqrt(S Xbar 101,32
60 alpha < 0,5 y nun (1:20) 0,0064 0,0004 0,0004 0,00
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62 b < Xbar-qt(0,5%alpha,n-1)*S/sqrt(n
63 Al Wi 19 001
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ly
Sundard noima! disibution
bar«qt *alpha,n-1 qrt y ’ .
[ bar«qt *alpha,n-1 qrt( |
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4 n < length(X5Con
i < JapthpCacectty b 101.367047119184
55y = cn,1)
56 y <- XSConductivity-Xbar n 2L
STy < yy S 0.100524937990009
58§ <- sun(y)/(n1) X nun [1:61) -3 -2,9 -2.8 -2.7 -2.6 -2.
59§ < sqrt(S) Xbar 101.32
60 alpha <- 0.5 y nun (1:20) 0.0064 0.0004 0.00064 0.00..
61 a < Xbar+qt(0.5%alpha,n-1)*S/sqrt(n) ] B s
62 b <- Xbar-qt(6.5*alpha,n-1)*S/sqrt(n
63 2 HivReton Wi 19 0!
64 b e H
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> b <- Xbar-qt(6.5%alpha,n-1)*S/sqrt(n) ' X '
>3
(1] 101.2713 e
> ¢ .
function (...) .Primitive("c") B!
>b al il : !
(1] 101.367 ) ) \ ) \ :
> 1 X

54 n < length(XsConductivit o
S5y sc¢ : 2 il b 101.,384308258247
56y < XsConductivity-Kbar f 2L
§7y < yy 3 0.100524937990069
585 < sum(y)/(n-1) X nun [1:61) -3 -2,9 -2.8 -2.7 -2.6 -2.
59§ < sqrt(S) Xbar 101,32
60 alpha <- 6.5 y nun [1:20) 0.0064 0.6004 0.0004 0.00..
61 a < Xbar+qt(0.5*alpha,n-1)*S/sqrt(n) ;e i 5 o
62 b <- Xbar-qt(6.5*alpha,n-1)*S/sqrt(n)
632 FOIRRN Wil 194,01
64 b ¥ o
> alpha <- 0.01 '
> 3 < Xbar+qt(0.5*alpha,n-1)*S/sqrt(n)
> b <- Xbar-qt(6.5*alpha,n-1)*S/sqrt(n) Suandard normal dututon
>a i
(1) 101.2557 B ‘
>b 8 L jasnscacosguaptsecs® v . —
(1] 101.3843 A 5 ‘ . : .
> 1 '




Suppose, if you take 0.05 that is basically the value that we have calculated here. So that is the
95 percent confidence interval that will be between 101.27 and 101.367. And you can of course,
calculate still further. Suppose 99 percent confidence interval you want to get, and you will
find that that is between 101.2557 and 101.3843. This is all assuming that it is t distribution,
but you can also calculate by assuming that it is normal distribution. In which case we do not

need all these calculations, we are just going to assume that s is 0.1, let us say.
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54 0 < length(XiConductivity V 1
alues
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(1) 101,2557

» b Bndand noimal divirbution
(1] 101.3843

» X <« read.csv("Oata/ETPCuConductivity . csv®)

» Xbar < mean(XSConductivity)

» § < 0.1

» alpha < 6,01
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540 < length(XiConductivity ;
65y « c(n, Values
56 y < XiConductivity Xbar ' 101,262402705788
§1y < yy alpha 0.01
58§ < sun(y)/(n1 b 101,377597294212
59§ < sqrt($ n 201
60 alpha < 0.5 S 0.1
612 Xbar+qt(0.5%alpha,n-1)*S/sqrt(n R PO Lo e
62 b < Xbar-qt(0.5%alpha,n-1)*S/sqrt(n
61 a AlarRason wih 19 do !
64 b
» alpha < 0,01
» 0 <« Xbarsqnorn(0.5*alpha,0,1)*S/sart(n)
» b < Xbar-gnorn(0.5%lpha,0,1)*S/sqrt(n) Sandend normel Ghrduson
* 0
(1) 101,2624
» b
(1) 1013776 ;
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And so, we do not need any of this. We have the mean we have the standard deviation, mean
is from the data, standard deviation is assumed to be known. And then in that case, we should

not use gt we should use gnorm. And you know, this is standard normal distribution. So it is 0



mean and 1 standard deviation. So you can see this is 101.26 to 101.37, right it is 25 and 38,

so obviously t is slightly larger interval than normal.

So 38 has become 37, and 25 has become 26. So normal obviously has a much shorter interval,
a little bit shorter, it is not too much short, but it is a bit shorter. So you can do the same thing
for normal now with 95 percent or you can do for 90 percent. And as you can see, 95 to 90 if

you go 2736 becomes 2835.
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So, if you are okay with 50 percent confidence interval for example, let us say we want 0.5,
then we will be between 101.3 and 101.33. So, in this way, we can estimate the interval in
which the mean will lie with any given level of confidence. So, to summarize, we have looked
at getting estimates from the data for the probability distribution. And there are two that you
can get, point estimates, which is a mean and standard deviation. And they can be obtained

from the average of the data and spread of the data.

But in addition, if you assume that you know the distribution from which the data is coming,
you can also give confidence levels for the value that you are estimating. You can tell with so
much probability, the true mean will lie in this range. Specifically, we have looked at the case
of standard normal and t distribution and standard normal when the variance is known, t

distribution when the variance itself is also calculated from the data.

Finally, there is also a way to estimate the relative error in standard deviation, which is useful
when we are reporting the numbers. Because typically we report the numbers as mu plus or

minus standard deviation. And if there are errors in standard deviation which we may know



from the data, we should accommaodate that also when reporting the value and we have seen

one example.

So, we have used this copper conductivity data throughout and we have done all these
calculations to know how the point and interval estimation works. So, we are going to continue
with robust estimation where we do not want to assume anything about the underlying
distribution of the data and they are ranked based, there could also be bootstrapping methods.
So that we will discuss as part of this session, as part of this module in a different session.

Thank you.



