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Hello and welcome to the course on Dealing with Materials Data. In the present sessions we 

are considering the case of a parametric estimation of population parameters.  

(Refer Slide Time: 00:37)  

 

Let us recall that we discussed in details the need for parametric estimation. The need is that, 

you have an unknown population, you know the population to the extent that it follows a certain 

distribution with some unknown parameters.  

Say follows a distribution f with an unknown parameter theta then if we know theta, we know 

the distribution therefore we know the population. And therefore our effort is to try to estimate 

the parameter theta. We said there are 2 types of estimators, point estimator and interval 

estimator and we discussed point estimators in the previous few sessions in which we talked 

about a maximum likelihood estimator of a parameter.  

And we also talked about the method of movements estimator of parameter. We showed in the 

case of MLE which is maximum likelihood estimator that sometimes when you try to find a 

maximum likelihood estimator you may have to go and find a solution numerically. While, in 

the case of method of movements which is a MME estimator we found that one has to be 

careful because at times it can give an inconsistent result.  



And this we showed by estimating the parameter a and b of a uniform, continuous uniform 

distribution a and b and with a typical one particular sample of size phi we show that it can 

lead up to inconsistency.  

(Refer Slide Time: 02:27) 

 

Now, we are coming to the next session in which we would like to talk about interval 

estimation. So, let me tell you the interval estimation is not something an unknown area to you. 

It is something that has been used very regularly in the representation of scientific data that we 

collect through experiment. So, first we will start by understanding the data representation with 

the error or with the accuracy as whichever word you use it.  

Error is more negative, accuracy is more positive but it talks about the same thing. Data with 

error as an example of interval estimation then we will do the interval estimation assuming a 

normal distribution and then we will see that how it also leads to a t distribution. If you want 

to have an interval estimator with population variance is also unknown, so let us begin. 



(Refer Slide Time: 03:32) 

 

Here, you can see on one part of this slide I have a data of a coefficient of linear thermal 

expansion and the temperature versus the temperature in terms of Kelvin. So, you see that 

temperatures are straight forward given the (lin) the coefficient of linear thermal expansion has 

two components in it. For, example here it reach minus 0.38 plus or minus 0.05. When the first 

value minus 3.0, minus 0.38 is called the value and this is called the range, plus or minus 0.05 

represents the range. 
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Now, the first component actually tells you that this is the average value of linear thermal 

expansion they have got and the second value which gives you the range it actually represents 

the one sigma limits that the data has given, if you take sigma as a standard deviation of the 



data. Then it generally represents plus or minus 1 sigma limit, it means that the data lies what 

this really representation says.  

For example, what it says is that your data lies, your data at temperature 77 lies between minus 

0.38, minus 0.05 and it is less than minus 0.38 plus 0.05. This I have described more carefully 

in the next slide, so let us go through it.  

(Refer Slide Time: 05:39) 

So, here for example, you take a case of 889 Kelvin temperature then at 889 Kelvin 

temperature, the coefficient of thermal expansion is 2.02 plus or minus 0.14. In statistical terms 

it means that at temperature 889 Kelvin 68 percent of your data would fall in the range of 1.88 

and 2.16. This is called an interval estimation of linear thermal expansion given at a 

temperature 889 Kelvin. This is what is called an interval estimator.  

Remember that if you talk only about 2.02 it is a point estimator when you add a range to it 

becomes an interval estimator. So, why to be need an interval estimator?  
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Well, if you take in this case at 889 Kelvin if we say that the thermal expansion is 2.02, this is 

what I got when I did my experiment. Suppose someone else does the experiment can you 

guarantee that it will come to 2.02? No.  

So, this is true for any experiment and therefore we say that a point estimator says sample 

mean, for a population mean only indicates that the value of sample mean is close to the 

population mean. It gives you an idea where does the population mean lie. But how close it is 



or how many times it be closer to this, what all values that can population mean take? These 

questions are answered through the interval estimator.  

(Refer Slide Time: 07:50) 

 

So, again we start with an example is to go with the normal distribution, let X1, X2, X3, Xn be 

n random measurements of an experiment and assume that this measurement come from the 

normal population with mean Mu and standard deviation sigma 

• Let 𝑋1,  𝑋2,  … ,  𝑋𝑛 be n random measurements of an experiment. 

• Assume that these measurements come from a Normal population with mean μ and 

standard deviation σ. 

𝐸(�̅�) = 𝜇 𝑎𝑛𝑑 𝑉𝑎𝑟(�̅�) =
𝜎2

𝑛
,  ℎ𝑒𝑛𝑐𝑒 𝑍 =  

�̅� − 𝜇
𝜎

√𝑛⁄
 ~𝑁(0,1) 

 

•  Therefore,  𝑃[−1.96 < 𝑍 <  + 1.96] = 0.95 

⇒ 𝑃 [−1.96 <
�̅� − 𝜇
𝜎

√𝑛⁄
< 1.96] = 0.95 

⇒ 𝑃 [�̅� − 1.96
𝜎

√𝑛
< μ < �̅� + 1.96

𝜎

√𝑛
] = 0.95 

• (�̅� − 1.96
𝜎

√𝑛
, �̅� + 1.96

𝜎

√𝑛
) is called 95% interval estimator of μ 



 

And it simplifies to say that the mean value lies between samples mean minus 1.96 standard 

deviation divided by square root n and sample mean plus 1.96 standard deviation divided by 

square root of n. And this probability is 95 it means that, the Mu will lie 95 percent of the time 

between these two limits and this is how it is calculated. Now, where does this 1.96 and come 

from? Let us try to understand this. (Refer Slide Time: 09:45) 

 

So, here I have a normal probability density plot. This is the normal, standard normal density 

plot and what we already know that, what we used in the previous case is that, if you take the 

area under this curve, this area under the curve it represents approximately 68 percent of the 

data. Okay the probability is 0.68, if you take between minus 2 and plus 2 limit this whole area 

under the curve is approximately the 95 percent. 

It is not a very good approximation but it is little less than 95 percent and if you take between 

minus 3 and plus 3 limit you can see that it covers almost the whole data. Because the tails are 

very thin here, so it covers 99.73 percent of the data. This is something we have done in the 

past I thought we better recall it.  
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Now, let us consider present case, the normal probability plot or normal probability tables 

generally give you probability of, sorry-sorry we are going up and up, so if we are in the tables 

there is normal probability tables. The tables generally have a graph this I have explain to you 

in the past. Suppose this is the normal, standard normal probability density function then, it 

gives you the value at a value t.  

It has a tabulated the value t versus the probability under this curve of X less than t where X is 

distributed normal 0, 1 okay, this is what is given. Sometimes you have to be careful and I 

believe in are they do this because this both the thing are half-half probability. It divides exactly 

into two halves the probability this side is half, this probability is 0.5 and this probability is 

also 0.5. 

So, sometimes they take the value t as this. It means that probability that 0 is less than X is less 

than t and then that value where X is normal 0, 1. This is what gets tabulated in the tables, so 

you have to be careful what you see in the tables. So this 1.96 the question is where did it come 

from? 



(Refer Slide Time: 13:55) 

 

 

So let us start a fresh. So, the question is where did 1.96 come from? So want to have 95 percent 

area under the curve. So, let us say that this is the area which we would like it to be 95 percent 

or 0.95 okay. Now, if the table is like this then we have to we do not have directly the value of 

there.  

So, what we realise is that, this area and this area together that is if you call this area then this 

area is 1 minus 0.95 divided by 2 and this area is also 1 minus 0.95 divided by 2. This is one is 

the total area you take out the 0.95 these are symmetric so both areas same, so I have divided 

them by 2. If you look at this, this value this comes to 0.9 sorry this will come to 0.025 okay. 

And therefore, the area now let me change the colour of the pen we make it green, then if you 

look at this point onwards, this area under the curve the green colour that I am showing which 



is, all the area below this particular point is going to be 0.975 okay and therefore, it is this data 

point that we are looking for and this value turns out to be 1.96. And this how, this value is 

calculated as 1.96 because you want a 0.95 in the centre area.  

(Refer Slide Time: 16:33) 

 

So, let us move on, so if you look at the data representation it says that as in the example of 

linear thermal expansion, you have a plus or minus sigma value. What I mean in this case is 

that, the sigma actually represents the standard deviation of the distribution okay. So, here we 

will have to say that in that case we would like to have the data that lie between minus 1 and 

plus 1 limit of the standard normal variate, Z is a standard normal variate.  

So you would like to Z lie between this minus 1 and 1,  

 

𝑃[−1 < 𝑍 < 1] = 0.68 

⇒ 𝑃 [�̅� −
𝜎

√𝑛
 < μ < �̅� +

𝜎

√𝑛
] = 0.68 

So this how the data linear thermal expansion data is given in this format. This is what we 

understand and note that this is also referred as a data accuracy. I hope you have understood let 

us go through it once again so that this concept is clear.  
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The interval estimation what we are trying to do is let us assume that the data, n data comes 

from a normal population with mean value Mu and standard deviation sigma. Then we know 

that the Z which is a standardised or normalised variate of X bar. It is X bar minus Mu divided 

by sigma over square root n. Because X bar itself as is a normal variate with a mean Mu and 

variance sigma square over n and therefore this becomes a standardised or normalised variate, 

which is varying as standard normal distribution with mean 0 and variance 1.  

And therefore here I explained as to how this number 1.96 has come through this particular 

process that you have the data which is estimated using this method. And the tabulated using 

this method so it the table has a t versus probability of X less than t. So, we found that if you 

want to have in the centre 95 percent of the data, it means that you will have 0.25 percent of 



the data, 0.25 percent of the data or the two tail ends. If you add up this tail end into this 0.95, 

you get this green lined area which is the tabulated area. 

So, in table you have to look for probability is equal to 0.975 and that t value comes to 1.96. 

Please remember if you are using R distribution to calculate this t value please make sure read 

the help. I think in all likelihood it takes a value in this manner it ignores the constant half. So, 

please make sure how you calculate your t value and accordingly you have to pick up the value 

from either the table or from the distribution. Then we said that in data representation earlier I 

say that it is plus or minus 1 sigma limit.  

(Refer Slide Time: 20:30) 

 

The sigma-sigma can be confusing so here, I am clarifying that sigma by sigma I represent the 

standard deviation of the distribution. But, in our case because we are considering the case of 

the standard deviation of the sample mean. And therefore the standard deviation of sample 

mean will turned to be sigma over square root n and therefore it is calculated in this manner or 

in linear thermal expansion is given by X bar plus or minus sigma square root n. Note that this 

is also referred as a data accuracy. 
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What happens when sigma is unknown, the standard deviation is unknown? You see in the 

previous case we have assumed that mean is not known and therefore you have given the 

interval estimation of mean using a standard normal deviate or standard normal variable Z. 

What if sigma is unknown?  

You are all familiar in that case what we do is in standard normal variate Z is defined as  

• 𝐸(�̅�) = 𝜇 𝑎𝑛𝑑 𝑉𝑎𝑟(�̅�) =
𝜎2

𝑛
,  ℎ𝑒𝑛𝑐𝑒 𝑍 =  

�̅�−𝜇
𝜎

√𝑛⁄
 ~𝑁(0,1) this is possible when 

population standard deviation 𝜎 is known. 

Suppose 𝜎 is unknown.  



• Then note that 𝑡 =  
�̅�−𝜇
𝑆

√𝑛
⁄

 ~ 𝑡(𝑛 − 1) 

• Hence would like to find a and b such that P [a < t < b] = 1- α, where 1- α indicates the 

confidence level.  

 

S square over sigma square actually. And therefore X bar minus Mu everything divided sigma 

square divided by S square, over sigma square sorry, S divided by sigma divided by square 

root n is distributed as Chi square n minus 1 degrees of freedom. 

 Please recall, we have done this in the past, you can go through the previous slides and 

confirmed it. Thus, this is a t distribution with n minus 1 degrees of freedom and therefore we 

would like to find a and b such that probability of a and b, probability of a less than t less than 

b is 1 over alpha. Where 1 over alpha indicates the confidence level, why we are calling it 1 

over alpha? You will know when we go through the session of hypothesis testing to remain 

consistent with all the explanation.  

I am calling it 1 over minus alpha and therefore what we infer is that t distributions are a 

symmetric distribution around 0. And therefore this would simplify to say that probability of 

minus a is less than t is less than a is 1 over 1 minus alpha. In other words, these two are if t is 

a symmetric distribution around 0 then you want to find, the 2 values a and b such that this area 

is some 1 minus alpha.  

P[ -a < t < a] = 1-α 

P[t < -a ] + P[a < t] = α 

Due to symmetry, 2*P[t < -a] = α 

Or P[t < -a] = 
𝛼

2
 

𝑃 [−𝑡(𝑛−1),𝛼 
2⁄

<
�̅� − 𝜇

𝑆
√𝑛

⁄
< 𝑡(𝑛−1),𝛼 

2⁄
] = 1 − 𝛼 

Let us try to understand this through t graph because these are very important points. Just as in 

normal, say this is a t distribution density function of t distribution, this is 0. We are looking 

for minus a and plus a such that this area is 1 minus alpha. So, obviously it means that if you 



add up let me use a different colour. If I add up this area along with this area, it will be alpha 

right or that is the, this I call it, this is what is probability of t smaller than alpha and this is 

probability t greater than alpha. 

So, probability t is smaller than minus a plus probability, I am sorry I have said alpha I must 

correct myself, I am saying it correct now alpha is equal to probability of t less than minus a 

plus probability of a less than t, this is what has been shown here. Now, these two are also equal 

so I am saying that, this is alpha by 2 and this alone is also alpha by 2 and therefore you get 

probability of t less than a is only alpha by 2.  

Again you have to look in to the normal probability tables sorry, t probability tables. It will 

follow the same procedure as normal there also you will have to check, how the probabilities 

are calculated, is it calculated as all under this curve or is it calculated by taking half here and 

only this. So, depending on that you decide what should be your value and therefore we call 

this as, probability we can find this value, we can call the a value is equal to a value of t with 

n minus 1 degrees of freedom. 

Which gives the, this is minus a which gives this probability as 1 sorry which gives a probability 

as alpha by 2. So, this is what it is given here. So, if then in that case a is minus t over t at sorry 

it is minus t value with n minus 1 degree of freedom and alpha by 2 probability. And therefore 

this is what the value it has been given here and we have found this equation that, you have to 

find these t values from the tables.  

Again let us repeat, we find that probability of minus a less than t less than a is 1 minus alpha. 

Therefore, the probability at the two tail ends together add up two alpha and therefore only one 

tail end would add up to only alpha by 2. And therefore the t value that we need to find refers 

to t at alpha by 2 and we put those two values and we find it. Now, ofcourse if you can find it 

in this manner (sorry) or you have to make sure which way your table is and then accordingly 

pick up the value of t.  But I am going to represent these values in this manner. 
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And therefore finally we get, when sigma is unknown you get probability  

𝑃 [�̅� −
𝑆

√𝑛
𝑡(𝑛−1), 𝛼 2⁄ < μ < �̅� +

𝑆

√𝑛
𝑡(𝑛−1), 𝛼 2⁄ ] = 1− α 

If 1- α = 0.95 and n = 5, then n-1= 4 and 𝑡4, 0.025 = 2.776 

The 95% accuracy of the data can be given by 

 𝑋 ̅ ±  
𝑆

2
 2.776 =  �̅� ± 1.388 𝑆 

 

So, when sigma is unknown, you use the t distribution to estimate the interval in which the 

mean value of the population would lie. 
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So let us quickly summarize, we analysed the data representation with the error or with the 

accuracy and we found that this is same as what we call in statistics interval estimation. In fact 

it has been derived from statistics only but you are more familiar with the data representation 

with error. So, we started from that and we said that, that is what is interval estimation.  

We derived the interval estimation of population mean for a normal distribution when variance 

is known. Using standard normal distribution and we derived the interval estimation of 

population mean for normal distribution or normal population when the variance is unknown 

using t distribution. Thank you.   

  

 

  

  

 


