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Combining Uncertainties
Welcome, to Dealing with Materials Data. In this, course we are going to learn about the
Collection, Analysis and Interpretation of data form Material Science and Engineering. So, we
have been looking at error and its propagation. In, the last session we looked at how error
propagates, and we just looked at how the error in one quantity namely conductivity propagates

when you do the conductivity measurements using Eddy current method.

In, terms of the thickness of the skin. So, we did this calculation in the previous session but,
we want to deal with slightly more complicated propagation of error and that is what we are

going to do in this session.



(Refer Slide Time: 01:05)
I

Module: Descriptive statistics

Combining uncertainties
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Combining uncertainties

o f=Aflxyz..)
o Uncertainties in x, y, z, ... are independent
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o Uncertainties in x, Y, z, ... are not independent
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So, this is about combining the uncertainties and, how do we combined uncertainties, if,
suppose we have a quantity f and this quantity f, depends on these variables x, y, z, etc and if,
we assume that the uncertainties in X, y, z, etc, are independent then the variance in the quantity
f is given by this formula where you take the partial derivative of, f with respect to x square it
multiple by the variance and again take the partial derivative with respect to y and multiple by

the variance and so on.

0 9] af\ (0
of = (%)203 + (%)205 +2 (%) (%) cov(x,y) + -
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Independent quantities: combination

Function / Combined quantity Uncertainty
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So, these are the formula that one can use but in all this we can assuming that the uncertainties

in X and y is independent if it is not, so you have to also consider the co-variances.
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Uncertainty: sum of variables

@ Let us say, it is known that k =112+ 2 and 5y = 18.6 £ 1.7
o What is the uncertainty in o(d)?

@ Assuming the uncertainties in k and o to be independent, since the relationship is one of
addition, the uncertainty is Ac = /(22 + 1.7) = 2.6

|/ &
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o(d) = g + kd™*/?

So, this constant that you will get if you fit to this function form is known as Hall-Petch co-
efficient and o, is the materials constant for initiating Dislocation Motion. Now, as you can
see there could be uncertainty in many of these quantity. For, example that could be uncertainty
that k that you have evaluated, there could be uncertainty in the o, that you have value not able,

obviously we also know that the grain size is not a single number.

So, it has a uncertainty in addition we also know that it also has different distributions, I mean
when we say, uncertainty in k and o, for example, we are assuming that it is random noise. So,
the distribution of the error is normal distribution. But, that need not be so like we have seen
in one of the earlier sessions, that the grain size distribution can follow non-normal distribution

and, in the case we saw it first beta.

So, in such cases how do we deal with and typically sometimes you will also see the grain size
actually follows lognormal of distribution. And if so, how do we get the error that you get in
the flow stress. This, session is about propagation of error. We have, error in these quantities,
if we know how much the uncertainty can we, say anything about the uncertainty in this
quantity. That is, what we are trying to calculate and let us do the first one.



Let us, say that the k value is this is for copper. The k value is 112 plus or minus 2 and this is

calculated assuming that you are grain sizes are given in microns and sigma naught is 18.6 plus

or minus 1.7. So, this is sigma for k and this is the for g,, and so we want to find out the

uncertainty in the flow stress. We are going to, assume that these two uncertainties are

independent and so it is one of addition. So, we can do this in R.
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Uncertainty: sum of variables

o What is the uncertainty in o(d)?

o Let us say, it is known that k = 112+ 2 and 79 = 18.6 £ 1.7

o Assuming the uncertainties in k and oy to be independent, since the relationship is one of
— addition, the uncertainty is A = /(22 + 1.7%) = 2.6

o

Platform: x86_64-pc-linux-gnu (64-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.

You are welcome to redistribute it under certain conditions.

Type 'license()' or 'licence()' for distribution details.
Natural language support but running in an English locale

R {s a collaborative project with many contributors.
Type 'contributors()’ for more information and

‘citation()’ on how to cite R or R packages in publications.

Type 'deno()' for some demos, 'help()' for on-line help, or
'help.start()' for an HTML browser interface to help.
Type 'q()' to quit R.

> k =112;
>dk = 2;
> 50 = 18.6
>dse = 1,7

>

[
CEoRRRAP@®

- -

1.7
112
18.6

So, we want to say k is 112 and uncertainty in k is let us get this and so is 18.6 and ds naught

is 1.7. So, now we want to calculate the uncertainty in sigma and because, these quantities are

in addition all you need to do is to look at the corresponding formula.
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Independent quantities: combination

a Function / Combined quantity Uncertainty
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R is free software and comes with ABSOLUTELY NO WARRANTY. S
You are welcone to redistribute it under certain conditions,  Valves
Type 'Wcense()' or 'Wcence()' for distribution details. dk 2
dse 1.7
Natural language support but running in an English locale k 112
0 18.6

R is a collaborative project with many contributors.
Type 'contributors()" for more information and - - -
‘citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
'help.start()' for an HTML browser interface to help.
Type 'q()' to quit R.

> k =112;
>dk=2;

>50 = 18.6

> 450 = 1.7

> 5qre(2°241.7%2)
[1] 2.624881

>

REoRBANGeE

f=xzty
of = 0f + oy

So, the uncertainty just gets added up. So, you will get square root of 2 square plus 1.7 square.

So, that is of the order of 2.6. So, that is what we are finding here.



(Refer Slide Time: 07:40)

ot W P ]

>dk = 2; R H <dacis
> 50 = 18,6 d 5.3

>dS0 = 1,7 dd 1.2

> sqre(242+41.742) df 7.73371448678833
[1] 2.624881 dk 2

>d=5.3 dso 1.7

>dd = 1.2 f 67.2496911894638

> sqrt((k/dk)A2 + (1/4)*(d/dd)"2) e
(1) 56.04353 o
> sqre((dk/k)™2 + (1/4)*(dd/d)*2)

[1] 6.1146073

> f =0 + k/(sqrt(d))

> f*11.5

[1] 173.3714

> f*11.5+100,

(1] 7337.14

> f =50 + k/(sqrt(d))

> df = +0.115

> df

(1] 7.733714

>
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—Independent quantities: combination

Function / Combined quantity Uncertainty
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o Let us say, it is known that k =112+ 2 and d =53+ 1.2

o What is the uncertainty in o(d) - 0q?

o Let f=0(d)-ag

o Assuming the uncertainties in k and d to be independent, since the relationship is one of

E the type x/y", the relative uncertainty is 4° = \/( B+ (3)(33)2 = 115 or 11.5%!!

o Considering f = 18.6 + 112/ \/"(Eij = 67.3, the Af = 7.7 which is more than twice in
the last case. This is because the contribution from the grain size uncertainty is very large




o - P

> f11.5

[1] 773,314 d 53

> 11,5100, dd 1.2

(1] 77337.14 df 7.73371448678833
> = 50 + k/(sqrt(d)) dk 2

> df = f+0.115 dso 1.7

> df f 67.2496911894638
M) 7mme e e e =

> 1.7 + 2/sqrt(5.3) + 112*1,2/(2*(5.3)1.5)

(1) 8.076257

> 2/sqrt(5.3)

[1] 0.8687445

> 11241.2/(2*(5.3)*1.5)

[1] 5.567512

> 5.5/8.1

(1] 6.6790123

> 1.7/8.1

[1] ©.2098765

> 0.9/8.1

[1] o.1111111

CEobhBRPO*R

Now, what happens if suppose we have uncertainty in k and d let us, consider a quantity f
which is the flow stress for a given grain size minus sigma 0. So, let us consider that quantity
and let us look at the uncertainty. In this, case this is of the form x by y to the power n. So, and
let us say the d is 5.3 and the uncertainty in d is 1.2. So, in this case we have found that the
uncertainty has to be calculated using this formula. So, the relative uncertainty is square root

of sigma x by x whole square, plus n square sigma y by y, whole square.

And sigma x happens to be in this case k and y happens to be d. So, it is k by dk whole square
plus nis half. So, itis 1 by 4 multiplied by d by dd whole squared and the entire thing you have
to take the square root. So, this is the quantity we have. There seems to be some problem. So,
it is the other way around. It is dk by k, dt by d whole square. So, it is about 11.4 percent and
this quantity is nothing but the delta f by f.

So, if you multiple this quantity by f and you can evaluate f for a given set of parameters.
Then, this delta if happens to be about 7.7. So, you can calculate f. Let us, say that we know
that it is sO plus k, divided by square root of d. So, that is f. So, if you multiple f by 11.5 then
you get 11.5 percent. So, 115 that is a, so it is 7.7 percent that is what is shown here. So, you

get the error to be about 7.7.

And off course you can now consider the error in all the 3 quantities sigma naught, k and d.
And can ask the question, what is the uncertainty in sigma, you can do the calculations in series,
you can calculate first the uncertainty that is coming from here, and how does that uncertainty
then add to the uncertainty that is coming from here, and then you can get the total uncertainty

in sigma naught.



But, because the error that you are going to get from here is relative and the other one is just
the sigma that you are going to get, it is going to become much more complicated. But, the
easier to follow is the partial derivative formula. We have, seen that the error for example, R
uncertainty in the flow stress should be doh sigma by doh sigma naught and the uncertainty in
sigma naught, multiply plus doh sigma by doh k, into this should be uncertainty in k del k plus
doh sigma doh d into del d.

So, if you do that then you know that in this case. For example, it is sigma 0, so this derivatives
just gives the sigma naught itself and in this case it will give you the root d remind. So, k just
gives you del k because 1 by root d del k, is what it be tells, and in this case k del d will remind
and d will be give you minus half d to the power minus 3 by 2.

So, that is comes down, so 2 d to the power 3 by 2. Because, we have taken mod. So, you can
now add all these uncertainties we know that this is 1.7 for example, and we know that this is
2 divided by square root of 5.3 and this is for example 112 multiplied by 1.2 divided by 2, 5.3
to the power 3 by 2. So, we can evaluate this quantity so let us do that and find out how much

is the error.

So, we want to do the so 1.7 plus the uncertainty in k that is 2 divided by square root of 5.3, 2
divided by square root of 5.3 and then we have k which is 112, and multiplied by the uncertainty
in d divided by 2 into 5.3 to the power 1.5. So, you get about 8 and now you also know the
relative values. For example, of this 8.1, 1.7 comes from sigma 0 and 2 by square root of 5.3
that is some about 0.8 comes from this uncertainty which is in k and remaining. So, if you have
about 1.7 plus 0.8 so about 2.5.

So, the remaining 5.5 comes from the other quantity. So, we can calculate this quantity and this
is what the 5.5 comes to. So, you can also know that the uncertainty is in d or giving you the
contribution. So, it is 5.5 divided by some 8.1. So, it is about 67, 68 percent contribution is
coming from here and then. So, 1.7 divided by 8.1, so that is another 21. So, it is about 68 and

21 s0 89. So, remaining 11 is what is coming from this.

So, that is 0.9 divided by 8.1 so that is 11 percent. So, you can see the relative contribution to
the error also by doing this. So, what we are doing in this case is to use the formula and calculate

the uncertainty.
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Uncertainty: partial derivative approach

o Let us say, it is known that k =112+ 2 and d =53+ 1.2
o What is the uncertainty in o(d)?
o Ar '{_jj,—“’n‘anﬁ |9k + 55| Ad
o Let us assume Aay =0
_ Ok kad
‘b7 243

0 Ar=64

.
[®
— Detng wih Matwsls Data e o/

Uncertainty: single variable

o Let us consider the error in f only because of the uncertainty in d

)
0 07 = |54{oq
"!L k

ad' — 5 d'_{

o Thus, for k=112and d =53, | 35| = 4.6
o Gvenoyg=13 0726

(%
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Of course, so we can now combine different things you can assume one of the uncertainties to
be 0 and you can find out what is the error that is coming. So, we know that it is 5.5 and this is
about 11 about 0.8. So, that is 6.4 and so you can calculate and if you assume that only

uncertainty is coming from del d then you can calculate and so on, so forth.
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Monte Carlo simulations

o Let us assume that the uncertainties are not indepedent

@ How to get the uncertainty in o(d) knowing the uncertainties in oy, k and d?

I/
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Of course you can also, assume that the uncertainties are not independent and then if you know
the uncertainty in sigma 0 k and d how do we get the uncertainty in sigma and in that case you
need to know the co-variance that is contributing and for that we can do the Monte Carlo

simulations. So, that is what | will show next.
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> 1.7+ 2/sqrt(5.3) + 112°1.2/(2*(5.3)*1.5)
[1] 8.076257

> 2/sart(5.3)

(1) 0.8687445

> 11241.2/(24(5.3)*1.5)
[1] 5.567512

> 5.5/8.1

[1) 0.6790123

> 1.7/8.1

(1] 0.2098765

> 0.9/8,1

[1] 6.1111111

> Wbrary("propagate”)

Loading required package: MASS

Loading required package: tmvtnorm

Loading required package:

Loading required package:

Loading required package:

Loading r

quired packag:

Loading required package: s

Loading required package: Repp

1 s factor, 1i3.ordered

k <- rrora(10000,neanv112,08d+2.0)

d ¢« rrorm(10000,ean=5.3,ad=1.2)

:

#1 Results from error propagation:

21 Results from Nonte Carlo simulation:

11 Welch-Satterthoaite degrees of freedom:

#4 Coverage factor (k):

AEobBRNOeE

Attaching package: 'ff’

The following objects are masked from ‘package:bit':

one. List

clone, clone.default, cl
The following objects are masked from ‘package:utils’:
write,csv, write.csv2
The following objects are masked from ‘package:base’:

is,factor, is.ordered

0: ninpack. ln

#2 Loading required package; minpack. lm

00 <~ rooru(10000,50an = 18,6, sd #1.7)

»30, "k"*k,"d"sd

rror <- propagatelexpresnion(s0 + ked{-0,b}) 2

5.3

1.2
7.73371448678833
2

1.7
67.2496911894638

- -

5.3

1.2
7.73371448676833
2

1.7
67.2496911894638

- -




Let us consider the and for Monte Carlo simulations if we are going to use the library propagate.
We have the library propagate and then we are going to let us, consider these. So, what is this
we are going to assume that the error in k is a normal distribution and the mean is 112 an
standard deviation is 2 that we know, and in sigma naught again we are going to take a mean

of 18.6 and standard deviation of 1.7, and again we are assuming that is normally distributed.

For starters, we are also going to assumes that the grain size is also normally distributed it need
not be, we will do lognormal, for example, as one more case and but, for starters let us assume
that even, d is normally distributed. So, the other calculations that we have done so far we were,

assuming implicitly that this is also an error and so that has mean 5.3 and standard deviation
1.2.

So, we take all these random variants that we have generated for these quantity and then we
are going to use a Monte Carlo simulations using them and this is the expression s 0 plus k by
d to the power minus 0.5 and we are then going to find out how much is the error that you get

in resultant quantity because of these variations.
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Mean.1  Mean.2 sd.1 sd.2 2.5% 97,5  (faSmes——

67.243114 66.184460 5824934 5.975944 56471814 79.897106 :z ;‘73’”“8‘7“”
Results from Monte Carlo simulation

Mean sd Median MO 2.5% 9.5 dse L7
68.321657 6.752111 67358381 5.790941 58.236679 84.161566 f 67.2496911894638
Helch-Satterthwaite degrees of freedon k num (1:10000) 111 110 114 113 114 ...
(1] 1355283 50 num (1:10000] 20.7 18.5 17.1 21.8 16.
irada Factor: () e
(1] 1.959966
(1) 11.71265

50 k d

$0 2,84282988 0.063677759 0.030669252
k 0.06367776 4,620481795 -0.004970578
d 0.03066925 -0.004970578 1,446375592
Relative contribution

s0 k d
50 0.0824163489 0,0008021937 6,0040852683
k 0.0008021937 0,0220089114 0,0002877089
d,_0.6040852683 0.0002877089 0.8852243978

CwobbRPO~RE

i Aty of 7.73371448678833
Expanded uncertatnty dk 2
(1) 11.71265 dse L7
o f 67.2496911694638
50 K d K nun (1:10000) 111 110 114 113 114 ...
s0 2.8422988 0.063677759 0.030669252 s oun (1:10000] 20.7 18.5 17.1 21.8 16.

k 0.06367776 4.020481795 -0.004970578 - - o
d 0.03066925 -0,004970578 1,446375592 5
Relative contribution:

0 k dy
s0 0.0824163489 0.0008021937 0.0040852683
k 0.0008021937 0.0220089114 0,0002877089
d 0.0040852683 0.0002877089 0.8852243978
Skewness / Excess Kurtosis of MC evaluations
1.384446 / 5.023783

Shapiro-Wilk test for normality

2,57471¢-42 => non-normal

Ko lmog Smirnov test for normality:

0 => non-normal

ETTYY TR

So, here lot of information that propagate gives. So, it gives you the means and the standard
deviations so which is not very different from what we have found and from Monte Carlo
simulation it gives you the means and standard deviations. So, that is also a not very different
from what you see and what is this degrees of freedom coverage factor etc, we will come back
uncertainty we have already found that it is of the order of 11 we have found and the co-
variance matrix is given.

So, it tells you relative importance of these of diagonal terms. So, you can see that k sigma 0
and d sigma O these are the co-variance values and k,d for example. So, they are all relatively

small so compare to these quantity they are not very big and you can also see the relative



contribution off course this we have seen it is from these simulations you find that 88 percent

comes from here, about 8 percent comes from sigma naught and k contributes about 2 percent.

So, in terms of relative contribution again we see that maximum contribution comes from d,
the next one comes from s naught sigma naught and the third is form the k parameter and the
skewness and excess kurtosis is given here and some of these test for normality. These are also
things that have not discuss yet like Kolmogorov-Smirnov we will come back to this at a later

point but using such simulation again you can get the error propagation.
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11 Skeumess / Ezcess Kurtosis of AC evaluations:

21 Shapiro-Wilk test for mormality:
LN 33798e-53 #»> non-normal

11 Kolmogorov-Smirnov test for mormality:

11 Results from ervor propagation:

" e

fEobhBROOE

So, this is what the information that we have gotten. Now, you can do one more thing you can
make sure that the de-distribution is not normal but log normal. Suppose that is the case then

what happens to your error.



(Refer Slide Time: 21:09)

o o i ]

50 k d | At
50 2.84282988 0.063677759 0.030669252 of 1.73371448678833
k 0.06367776 4,020481795 -0.004970578 dk 2
d 0.03066925 -0.004970578 1,446375592 ase 17
Relative contribution f 67,2496911894638
50 k d k num [1:10000) 111 110 114 113 114 ..
50 0.0824163489 0,0008621937 0,0046852683 50 num (1:10000) 20.7 18.5 17.1 21.8 16.

k 0.0008021937 0.06220089114 0,0002877689 - -
d 0.0040852683 0,0002877089 0,8852243978 i
Skewness / Excess Kurtosis of
1.384446 / 5.023783
Shapiro-Nilk test for normality
2.57471e-42 => non-normal
Kolmogorov-Smirnov test for normality

0 => non-normal

MC evaluations:

67.49625 4.839613 67.325905 4773475 S8.430228 T1.64T1S2 gr  7.713371448676833

Welch-Satterthwaite degrees of freedom m 2
G @
(1] 1.959966 f 67.2496911894638
Expanded uncertainty: k num [1:16000) 113 112 115 113 110 ...
[1] 9.501776 1] num [1:16000) 18.6 17.5 19.2 18.5 19.
Covariance matrix g o L

s0 k d

50 2.926613603 0.001611788 -0,01449906
k 0.001011788 3.977948671 0.02295033
d -0.014499062 0.022950326 0.96488959
Relative contridbution

0 k d
50 1.251183e-01 1.865923e-05 0,002786857
k 1.865923e-05 3,164554e-02 0,001902886
d 2.786857¢-03 1,902886¢-03 0,833819405

Skewness | Excess Kurtosi
0.2299935 / 0,2090511
Shapiro-Wilk test for normality

83952e-09 => non-normal

MC evaluations:

So, you can do that again the simulations are very helpful because, then you can assume any
distribution for the quantities and you can generate the variants and then use that in the
simulations. So, the other quantities are the same k and s naught I am assuming that they are

normally distributed with the given mean values and the standard deviations.

But the grain size | am going to assume log normal distribution with a mean at log 5.3, and
standard deviation of log 1.2 and using that as the parameters then, we are going to do Monte

Carlo simulation run and we are going to get the information.

Again, we see that majority of the contribution comes from d about 83 percent, and this is about

12 percent and this is about 0.031. So, it is about 3 percent. So, and the co-variance matrix



again, you can see that they are not contributing much most of the contribution is coming from

the variances. So, you can assume that they are independent that is a fairly good approximation.
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> d < rlnorm(10000,nean=109(5.3),sd=109(1.2))

> 1 < data.frame("s0"=50,"k"uk,"d"=d)

> error < propagate(expression(s® + k*d*(-0.5)),2)
> summary(error)

Results from error propagation:

Mean.1  Mean.2 sd.1 sd.2 2.5% 97.5%
66.899373 67.503871 4.817960 4.893849 57,912095 77.695647
Results from Monte Carlo stmulation

Mean sd  Median MAD 2.5% 97.5%
67,496256 4.839613 67,325905 4,773475 58,430228 77,647152
Welch-Satterthwaite degrees of freedon
(1] 1472608

werage factor (k):
[1] 1.959966
Expanded uncertainty:
[1] 9.591776

vartance matrix:

0 k d

s 2.926613603 0.001011788 -0.01449906
k  0.001011788 3.977948671 6.02295033
d-.-0.014499062 0,622950326 0.96488959

CEoRRRPNOeR

P ]

df 7.73371448678833

dk 2

dse 1.7

f 67.2496911894638

k num [1:10000) 113 112 115 113 110 ..
56 num [1:10000] 18.6 17.5 19.2 18.5 19..

Coverace factor (K
[1] 1.959966
Expanded uncertainty
(1] 9.591776

50 k d
s0 2.926613603 0.001611768 -0,01449906
k  0.001011788 3.977948671 0.02295033
d -0.014499062 0.022950326 0,96488959
Rel e contribution:

0 k d
$0 1,251183e-01 1.865923¢-05 0,002786857
k 1.865923e-05 3.164554e-02 0,001902886
d 2.786857e-03 1.902886e-03 0,833819405
Skewness | Excess Kurtosis of MC evaluations
0.2299935 / 0.2090511
Shapiro-Wilk test for normality
1.583952¢-09 => non-normal
Kolm Smirnov test for normality

0.3218913 => normal

REoRBRRPO-E

df 7.73371448678833

dk 2

dse 1.7

f 67.2496911894638

k num [1:16000) 113 112 115 113 116 ...
8 num [1:16000] 18.6 17.5 19.2 18.5 19.

- -

And but, you can see that the values that you get for example, mean is not changing much the

standard deviation is certainly very different if you assume that it is log normal distribution for

the grain size. So, which is more meaningful but we do not know in this case. Were these

parameters were obtained s0, k etc. What was a exact distribution of the grain size we do not

know but, it might be good approximation to assume that it is log normal. If so, this simulation

then tells you how much is the error.

So, to summarize what is said that we have done. We, have found out how to calculate error,

when the function depends on more than one variable and we have calculated the error



assuming that the uncertainties in these quantities are independent, when you do that there are
formula that you can evaluate or you can use the partial derivative formula directly evaluate

the quantity.

In some, cases you get the error to be the uncertainty in some cases you get the relative error
or relative uncertainty delta f by f is the quantity that you get but, in either case you can find
them out. But if you want to also include the co-variances or in-corporate distributions which
are not normal for doing the error propagation you can use the library propagate and you can

carry out Monte Carlo simulations to get the error.

So, this sort of completes your session on descriptive data analysis. We have looked at how to
describe data, how to plot data with error bugs and also understand how the error propagations
happens and with summary session we are going to conclude this module and then we will

move on to the probability distributions modules thank you.



