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Hello so far at least in the last lecture we discussed in mathematical flummeries for calculus of
variations today we jump into calculus of variations that is to say that we will establish necessary
condition or there are the groundwork for developing the necessary conditions for the minimum
of a functional okay in normal calculus you have functions and you have gradients or derivatives
if f of X is a function DF / DX is its derivative or if F (X) a function is dependent on X and Y
then you have partial derivatives thatisof/o X0 f/0 Ysodf/ o Xifyou take X component

vector 0 fby 0 take the Y component vector you get a vector in three dimensions.

Let us say a function is dependent on X Y and said then you will have 0f/o0 Xof/o Yoflo
Z those three if you take as three components XYZ week | am using right hand so that is correct
XYZ if you have then you have a vector that becomes the gradient in two dimensions we have
only x and y so between those two you will have a vector based on some magnitude right so that

is your vector in 2d do one dimension just have derivative.

That is what we do with functions but what if you have functional which we discussed in the last
few lectures a functional is basically a mapping from a function space to a real number a scalar
right functions we have a function where commit real number now a functional that is a real
number if you say that is a minimum then we have to do some perturbation we have to see to

first order what is a change for that we need a concept that is equivalent of taking a derivative of



the gradient and that is called variation so variation is the derivative counterpart for calculus of

function for calculus of functions normal calculus.

You have derivative for calculus of variations which is functional calculus we need equivalent
definition and that is the variation in particular that variation has a name associated with per
centum Gateaux and that is what we will discuss Gateaux variation or a first variation of a
functional so let us look at the notes that are also available along with this video lectures if you
look at the nodes and I will highlight.

(Refer Slide Time: 02:59)

First Variation of a Functional

.
Pine wativabive of a tancthon beong acra v o meoossany coneidiced Jn the
eatrcram of that tunction i codinan calcalus Let us now consader e
equivalent of a Cecivabve for tunctioeals because if plays the sase coucial
rale i ealeulus of cartabees 29 devs B dirnvarve of the omdinare
calovlus i meimizanon of fanctions Lok s Demn with a sumple bt a
wery smpeortent crroepe enlkad a Gikeaux veration.
) | L !

- . - A ' |

Gateaux variation--

“ ¥

..
The functionad &0 s called the Gizeaux vanatoo of 2 ay g when the

oot Haee ta dehired as hellhive s exisis

A few points as we go along today this concept of the two variation okay that is equivalent of
derivative this is the equivalent of derivative that is there in the normal function calculus okay so
what is this Gateaux variation first of all it is denoted like this if j is a functional if j is a
functional we put A there that indicates that this thing is the variation of j just like we have a
function f of X to write derivative we say DF / DX right in a similar way we write A J okay that
is our Gateaux variation okay now what does it say go to variation here of j at x when | say X it
is actually a function ideally speaking I should have put J as a function of Y of X in which case it
will be at Y of X.



So if I say my functional j is a function of Y of X and its derivatives right then V J of Y of X will
be variation of j at y of x okay let us not get confused here in the nodes x is denoted as a function
or a vector space that we talked about here if I switch back to y of x then VI J Y of Xright VJY
of X variation of j where y is the variable with respect to that function at a particular function is

define in terms of a limit that we will see next okay.
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This is what it is now | have changed it back to Y of X not like that so we have this functional
we have the function space here this is the function space many there are lot of functions in it
that is going to be mapped by this functional J that we have okay, to a real number space here are
so if | take any function here there will be a mapping of a real number here that is what J- right
now at a particular function let us say this is my Y of X right at that particular function if you
want to compute the equivalent of the gradient or what we call the variation that is defined like
this okay.

So how is it defined it is limit some € tending to zero that € appears here so we have taken y of x
if 1 were to plot it and say this is X and | am plotting x of x here from some limits x1to x2 if I



have a function like that what I am doing here that | have y of x but I am adding something
adding h of X let us say I define h of x in some particular manner okay, so this H of X that we
have okay if | add over it okay, so if | let us | have a function like this my age will be like a
perturbation over it right that is h but then | am putting a small value € divided by it.

And making an € 10 20 so if this is my Y of X the squiggly line over it is y plus € times H of X
where H of X is an arbitrary thing you can make it whatever x a small number because that is

tending to O € tends to Oright that is how got to variation is defined mathematically okay.
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So let us recapitulate once again that the two variation is now defined at a particular function just
like derivative of a function will be different at different values of x the two variation is also
different functions okay because now we have function space Y of X that is what is variable now
so as we vary that for different functions there will be different car two variations different first
derivatives okay like if u mass in the brackets token problem between points a and B you join

with a curve that curve will have a variation.



If | take another curve that will have a different variation so that you variation depends on the
function but it is also defined in terms of a function H so the dirty variation we write A J at some
y of X but also there is H of X that is what you said in all these nodes here right so we have the
function y of X we also take a function that is similar to Y of X but a different one in fact this
part is arbitrary this is arbitrary that can be anything so Gateaux variation has embedded in it

sometimes arbitrary.

That we do not have to worry because there is a way to get out of that arbitrariness okay but
definitely got a variation involves this age whenever we write A J later on we may not write y
and H explicitly but implied that it is at a particular fine and it is with an arbitrary function H
because that H is their only e is tending to zero nothing has happened to H it is going to stay on

okay.
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Here is graphically what | had said earlier so we have Y here that is a solid curve and then we
have y + € h which is the perturbed one now you can see how H is over here okay h is also a
function like why only thing is this H is multiplied by a small number € and then added to while

okay that is what is the perturbation between them this shaded region is the kind of variation that



at each point so at this value of x this is the variation at this value this is the variation and so
forth okay.

So we have this variation € H and € tends to 0 what happens to the functional so this is where
plotting only function but then we have J which depends on Y and its derivatives and soon right
because J if you take it an integral there is an integrand that y and y prime and other things okay
which is from some quantity X 1 to X 2 so that is dependent on why and how does it change if Y
is changed to y + € H and € tends to O when y tense becomes 'y + € H Y prime will become y’+e
h’ right now what happens to this J when we make this € 10 20 is what we want to discuss okay.
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This concept of got a variation which you defined in terms of limit also has an analogy in
calculus of functions not our calculus of variations but calculus of functions which is to say the
directional derivative let us say we have a two dimensional problem that means we have function
of x and y right at a particular point in a 2d domain let us say over this text | am going to draw
something right let us say this is our two-dimensional domain okay so these are two dimensional
domain inside that okay if | take a particular point there will be a vector gradient 6 DF 6 f /0 X 0
f/0'Y right that will be the gradient.



But does not tell you how the function will vary in a particular direction that you are interested in
let us say you take a direction H okay that is now each will have let us say a component HX in |
that is X direction hy in the Z direction if you have something like that in that direction you want
to know if | have a function at a particular point okay how does that vary that is given by this

concept of directional derivative.

That is defined in this manner that also with anything that is a gradient is always defined in terms
of limit here limit € 10 in 20 f of X + € times H here H is not arbitrary although you can ask the
rate at which a function changes in any direction in that sense His arbitrary because you can ask
in any direction | can ask any direction but His given right in that direction if you want to know

how the function changes that is given by limit € 10 20 f of X plus € times h -f of X /e.

Here then input x over bar like we are doing that means that it has x1 X2 x3 many dimensions the
problem can have f can depend on n variables right so in that case this is the directional
derivative if you look at this and compared with go to variation you will see that it is similar
right we have chosen that H of X we have Y of X which was in H of X you have f of X we have

taken H here X as a vector then we have h also as a vector if we take Y of X.

Then you have h of x also a function and that is we should look at it that is if we have a
functional and you have chosen a function y of X then if you say what is the rate of change of
that functional with respect to that Y of X that is a go to variation as it is shown here duration
derivative is also similar one direction you choose H what is the change rate of change in that

direction it is given by this definition of the directional derivative.
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So this directional derivative is a gradient that you take off the function that is we write A of FX
right if | take dot product of that with the direction that you take because gradient is a vector this
will be the directional derivative of F in H okay, so you take a function and you take its gradient
dot product with H will give you the directional derivative that is similar to go to variation in
calculus of variations okay. There is something to remember okay.
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So far we have discussed the equivalent of derivative or gradient in calculus of variation which is
greater variation now we introduce a few more terms something called Gateaux differentiability
we may not need it for this course but it is good to be familiar with some of these terms if
Gateaux variation exists for all H that belong to X then X is our functions vector space now H is
arbitrary but if you take any h and take this limit that is the definition of Gateaux variation if it

exists.

Then that particular functional J is said to be go to differentiable some definition okay, this limit
business is always a tricky thing because every time if you want to find variation you cannot go
back to limit and work out all these things that will be inconvenient while the definition
cultivation we discussing using limit concept is rigorous and correct we can use a simpler way of
defining that which is equally correct and equally rigorous but also operationally useful meaning

that we can do operations with it like we do differentiation without even blinking your right.
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Okay so that one is what is shown here this is the same go to variation which is defined in terms
limit now it is brought into the realm of ordinary calculus what do we have here are the
redelivery whatever taking derivative of we are taking derivative of j y + e h okay itisa jis a
once you are given Y it gives you a real number now we have y +¢ H meaning wherever why is
you replace with y + € H why you are taking their and age it is given to you you have chosen

arbitrarily what is the variable e.

Now this particular thing we take derivative with respect to € because that is a function of ¢
because in the Gateaux variation why is taken H is taken so what is variable which is only this €
right so we take vary with respect to that and then we know in the limit definition we have € tend
to O substitute equal to 0 and that becomes the Gateaux variation using this age as arbitrary

function this is much easier.

This is equivalent to whatever derivative limit that we have defined this is operationally useful

definition of Gateaux variation so because it is useful or convenient because it has been brought



into the ordinary calculus okay, so you do not have to worry about what the form of this J is you
just look at that J as a function of € because Y and HR given to you do not need to worry about
them because you are taking derivative only with respect to € so treat this as a function of only
this € we can take not normal derivative and then simply substitute € = 0 and you have meta

variation okay.

(Refer Slide Time: 18:14)

Syl —d 1 k)

This helps calculate the Gateaux variation easily by taking an ondinary

denvative istead of evaluating the limit as in the carlier formal defintion
Note that this detinition tollows from the eaclier detinition and the
eomeept of how an ordinary derivative is defined in ordinary caleulus it

we think of the functional as a simple function of £,

Gateaux variation and the necessary condition fo
minimization of a functional

So this is something that we need to understand really clearly this operationally useful definition
of go to variation okay, now let us come to this necessary condition that is what we are after one
the moment we define derivative we were able to establish the necessary condition for the
function that depends on a single variable or multiple variables similarly now for a functional
which depends on function now we establish the equivalent of derivative which is the Gateaux
variation so we can establish a necessary condition now okay ,for minimizing the functional all

right.
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So like we had discussed in the case of functions that somebody tells me a function is F of x and
when | want to minimize at a particular x star it is a minimum then what do | do that at x star we
portable slightly and then say that to first order there should not be any change because first
order change can be positive or negative so the first order term can become passed over negative
and we cannot see anything about that function being minimum there so we say first order term
should be 0 similarly here we say that first order term should be 0 our starting point is first say if

y star that function what to be a minimum then after perturbing.

So we have the functional as a function of y star but then we will have another one after
perturbation y star + ¢ times h the difference of this if really J y star is the minimum value any
other perturbation should be larger so we say J y star + & H- J y star should be greater than equal
to O that is the definition of a minimum. And the local minimum when we say right then we say
for sufficiently small € what is that change that is how do you expand this right this is we know

we can compute it how do you expand this with this thing.
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This simple decivation proves that the Giteaux vanation being zero i the
necessary condition for the minimom of a functional, Fikewdse we can

If you think about that then we can write like a first order terms right so what first we are saying

is that we take that whatever we want right.
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So when we expand it there will be a 0 order term so what we have what is N circle now we have
a we divide 0 order term which will be J y star itself right and then we have the first order term
first order term and then we have second order and others what we read O 2 write so J y star J y
are cancelled so that all depends on this thing right so that is what we will get to and show that

this is nothing but got a variation.
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So what we do here is that for € greater than = 0 we want the numerator part of it to be greater
than = 0 if I divided by € where ¢ is greater than 0 this is true when ¢ is less than = 0 this portion
will be less than = 0 because the numerator is positive denominator is negative or non positive it
will be less than = 0 if we let €10 to 0 this one and this one here we are saying ¢ is greater than 0
here ¢ less than that is we are approaching 0 from the right side.

That is € greater than 0 and then second one here we are coming to the limit from the right side
and here it is the left side we are coming this way this a is greater than = 0 this less than equal to
0 what should it become you should become little equal to O right that is nothing but our Gateaux
variation that we have that definition of you variation which is to say that first order term is = 0
because derivative is = 0 is the first order term for normal functions for functional the two
variation is = 0 that is how we establish our necessary condition you see that we still have that
arbitrary edge that will get read of later on .
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show (by simply reversing the inequality signs in the above derivation)
that the same necessary canditon applies to maximum of 4 fuctional

Now, we con state this os a thewrem since it bs a very inportant result

Theorem: necessary condition for a minimum of a funclional
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Based on the foregoing, we note that Giteaus variation is very useful in

the minimization of a funcsional but the existence of Gateaux variation is
2 weak requirement an @ fanctional since this variation does not use a
noem in A Without a norm, we cannot talk about continuity of a

Which will be the next lecture so if you want to state it as a thermo the necessary condition for a

minimum of functional is this that is cut variation is = 0 okay.
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And there is another concept called freshet differential okay, which is a little bit i would say
more advanced than got to variation because if you look at this definition okay, in this definition
this d J y h if we compare this with go to variation where instead of using d here that put A like
this right here it is just d so his d J is pressure differential okay, that is this freshet different shell
okay that is defined not in terms of ¢ it still uses h okay, but we are putting the norm of h in the
denominator making that norm of h tending to 0 if you do that if this is = 0 that is limit norm of

h an arbitrary function h of x there is a norm that we had discussed earlier.

When that Norm tends to 0 the numerator J Y + h-Jy-DJ, Y h go to pressure differential
divided by norm of h if that limit is = 0 then this DJ is called the freshet differential or it is a little

bit more rigorous because we are involving the norm of h and not just taking ¢ variation okay.
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So this has some interesting properties basically to say that if you look at this these are 0 order
term J y + h that is | have a why | am adding another function h then there is a perturbation the
functional value J that is a O order term and then we have this which is the first order term is the
first order term right and then their higher order or the error term.

So the third one that we have okay this third one is error always be error like a Taylor series
expansion equivalent here right that is freshet differential okay, and this error tends to 0 as h
tends to theta 0 here is the null function every function space will have a null function like 0
function when this age that is arbitrary tends to the null function this error tends to 0 that is what

this says those of interesting properties.
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Lhis is simply the linearity requirement on the Fréchet differential

i) iyh)<c|ffl foralike X, where ¢ is a constant.

Ihis is the continuity nquirement on the Fréchet differential

Which you can go through in the note that is going to accompany this video lecture for example
this pressure differential is actually linear meaning that you can do operations like that so
basically linearity it is a first order term it is linear understand that much okay.
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By substituting the above result into pmperty (i) of the Frechet
differential noted varlier, we get

Hyven) dy) sdd{pib)= Een)|lfe]  forsay ke &

A small reazrangement of the terms yields

And there is a relationship between Gateaux variation pressure differential relation piece that
when pressure differential exists that is + Gateaux variation okay, that that is what it says and
there is a way to prove that and you can go through this in the nodes to see why that is the case
just a systematic argument to say when pressure differential exists that is equal to Gateaux
variation but what we need for our purpose is only Gateaux variation but we just mentioning

some of these so that you are familiar with them okay.
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When Jumit ¢ 015 taken, the above equation gives what we nead to
prove
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Note that the Jatter part of property (i) is once again usd in the
preceding eguation,

Operations using Gateaux yariation

Consider a simple general tunctional of the form shown below,

Some operations that you can do with Gateaux variation.

e |

okt WS | feweny
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[Mease note that the order of differentiation and integeation have been
switched above. It is a legitimate operation. By using chain-ruke of

Which you are going to discuss later so again you have A functional whose integrand depends on
y of x and also y prime of x we can actually do this you know d by d € of J Y+ ¢ h if you do and
treat € a variable that is a variable then you are doing this right d by d € F of where y is you have
substituted Y+ ¢ h where y prime is you are substituting that with y prime + € h prime you take

derivative okay derivative.

You use normal calculus rules for different creation so here F is a function of Y+ €h so you have
to do the chain rule you take derivative respect to Y+ ¢ h and then take derivative of y plus €h

with respect to € okay that is what we are doing this operation.
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Note that in taking partial derivatives with respect fo v and its derivatives
we treat them as independent. It is a thumb-rule that enables us to write

So | am taking derivative with respect to y + € h and then this is derivative of y + € h with respect
to € that is a chain rule okay similarly taking derivative respect to y prime + ¢ h prime taking
derivative of y prime + ¢ its prime with respect to ¢ that gives you h prime okay so the variation
if you want to just write it like that you can do it some people call it A rule or A property or A

differentiation that is just a way of remembering but this lecture you should be attention.

Because it comes from a concept of go to variation otherwise if you just know how to write this
like that that is good enough you are taking 0 F by 0 y throw F by 0 y prime h Prime similarly if
you have y double prime in the integrand then there will be do F by 0 x <> h>* />*” if you have this
will be 0 F by 0 y triple prime time’s h triple prime. But it is following from the Gateaux
especially the operationally useful definition that we discussed so these operations you should be
comfortable with okay.
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Culer-Lagrange equations that aze the necessary conditions for the
extremum of a function, Note that the Gateaus veration still has an
arbitrazy function b, Whes we get rid of this, we get the Culer-Lagrange
equations, For that we need to talk about fundamental lemmas of caleulus
of variations

| Variational Derivative |
We have studied Gateaws” variation and Fréchet differential and the
relationship between them, There is one more subtle variant of this, which

is called the vanatonal derivative. It is useul in some applications and in

There is another very interesting concept of variation derivative we discussed the two variation
and fresh a differential now the third one variation derivative okay, which is very important and
in fact this is how the history says coiler had coiler had derived his equations for necessary

condition okay what he did again you should read the nodes to understand the details.



(Refer Slide Time: 29:09)

kg o

i i
Figure L. [screbization of a continuous curve yis) by 3 polygon. Al

subdivisions on the y-axis are equal to A, A local perturbation at x, is

considened and ity effect is shown with the dashed lines

Now, the functional can be approximated as follows,
T et Y“r\,',‘&.;',,l S O 4 LU oy LY YR
2 v T X 7 [y 2F R
ey ¢ v

But he had simply used the notion of partial derivative okay, how did he do that what he did was
if we look at this graph we have an unknown function okay you pretend that it is not unknown
function you are discrediting like here X0 to X n and you say the hides are not known if | say x0
| do not know what that height is x* I do not know what that height there | can call it yOwe got y1
those heights are not known if | take another point x2 I am not know why too and so forth he

basically discrete 'as when it is criticized the integration.

That you have in the functional becomes summation right and then derivatives are represent in
terms of this discrete values as a finite difference one so everything is now in terms of y0 y1 y2
which becomes finite variable optimization that is the kind of thing here taken so you have the
derivative expressed in terms of finite difference values in terms of the unknown wise yO0 y1 y2

and so forth he takes this partial.
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Nttt
When ar 0, iy, Ay, which cl’.nli be interpreted as the shaded area in Fig, 1,
also tends to zero, [n fact, we then denote &,Av s 4=, ar, in general,
simply 25 4oy evaluated at 5. Futthermore, as A0, o, We
take the it of B, (4) as a0, Eo bk )

& W i .
fifmy = | = F, =={F, ] ()
0 a8y / alv -

Notige how we-defired The variational denvative in L. (5). We can think
Sy h) i
A

DJ ‘ : 4 .
ot ', as the limiting case of where ¥ is the perturtation
Ay \

(i, variation) of v at some v and Ao is the extea area under p(a) dye-to
that pesturbation. Theretore, wie write |

Derivatives makes it equal to 0 okay it is a very elegant derivation so he takes it all with partial
differentiation alone and establishes a condition okay that we today call Euler -Lagrange
equation okay which we will do in the next class using the Gateaux variation concept and all of
that but Euler had done this very effectively using only partial derivative concept by discrediting
and making that limit 10 20 then you will get what is called but this particular quantity today we
call it a variation derivative which is nothing but a Lagrangian equation | say that should be they
should be cool and something should be equal to zero.

We say this is equal to the necessary condition ok but his quantity that we write this A j A y see
today we discussed A and J which is got a variation DJ which is pressure differential now here
third one variation derivative which we derived for the case of an integral depends on y and y
prime but later the next class you will see whatever we get this Euler-Lagrange equation the left
side of it equation will have a right hand left side in the case | Lagrange equal right side is O

whatever is the left side is nothing but this variation derivative that is something.
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where ¢ is a small disceetization error. When the disceetization ercor s

Insignificantly small, we can write

o
f| ..

Thus, the variational derivative helps us get the first order change in the
yalhoe of the functional for o kcal perturbation of yx) aty % Think of
Taylos series of expansion of a function of many varables and tey to

rulate this coneept of fisst order change in e value of te function,

That we should remember because this variation derivative again if | look at the first order
change that is again given by this A ¢ here is the perturbation let us i have a function at one
particular value if | raise it that function like that this thing okay is A ¢ which will be needing
when we discuss constraints in the calculus of variations frame work okay so to sum up today we
discuss three things go to variation and then pressure differential and variation derivative
30variation is needed for us in all the things that we do in this course pressure differential is just

a concept ray of familiar if you do not understand it is okay.

But if you take function analysis class you will be leading that third is the variation derivative
which we need when we discuss how to incorporate constraints in calculus of variations okay
next class we will actually derive these Lagrange equations which become the foundation stone

for everything else that we will do the rest of the course. Thank you.



