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Hi everyone. In this particular lecture, we are going to look at a Two-Dimensional Heat 

Equation. So, let us consider a non-steady heat conduction problem with source. 
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So, let the variable under question be u, just to not confuse it with small t for time. So, 

the governing differential equation, it is a partial differential equation which says del u 

del t is some diffusivity could be thermal conductivity, it could be molecular diffusivity 

is equal to its in 2D. So, the application of u plus f of the space coordinate. It could be a 

function of time, but let us assume that it is only a function of the space coordinate. 

Well, now this particular term accounts for the time rate of change. This accounts for the 

diffusion and this is the source. And we have learnt in elementary heat transfer course 

that depending on the geometry of the problem, the Laplacian could be written in general 

as a single coordinate for; for example, for a fin.  

When you know that heat transfer is going to be predominant along one direction, but 

this is the general form and in two-dimension the Laplacian is going to be del 2 u del x 2 



plus del 2 u del y 2, alright. So, under what conditions is this equation consistent? So, let 

us first define what the domain will be over with the solution will be valid.  

So, consider a domain like this, this is x equal to 0, x equal to 1, this is y equal to 0, and 

this is y equal to 1. So, let these two boundaries be periodic. So, it is periodic in the in Y 

direction. And let these two boundaries be Neumann boundary condition. So, let this 

particular boundary be del u by del x is equal to 0, that is a no flux boundary.  

We have to assign some boundary condition over here, maybe in terms of some function 

of y. So, let us see what whether there is a bound on that function of y or not, right. So, 

how do we find out that consistency rule? So, let us integrate this equation over space. 

So, when you integrate this equation.  

So, you have integral del u del t dx dy is equal to d integral del 2 u del x 2, dx dy plus 

integral del 2 u del y 2 dx dy plus integral. So, double integral because it is over an area 

plus double integral f of x comma y dx dy. So, now because the area over which were 

integrating is not changing, so we can take this del del t out and make it d dt, so it is d dt 

of this integral. 
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So, it is the integral of u over the entire domain is equal to. So, now, what is this first 

term going to be? So, well let us assume that this diffusivity is one for simplicity. So, it is 

going to be del u del x, x equal to 1 minus del u del x, x equal to 0 times integral dy plus 



the second term will be integral del u del y, y equal to 1 minus del u del y at y equal to 0, 

dx. So, all these integrals are from 0 to 1 plus double integral of f of x, y dx dy. Now, 

what about this? Because it is periodic in the Y direction, so del u del y at y equal to 1 is 

identical to del u del y at y equal to 0. And hence this particular term it vanishes. 
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So, now we have d dt of this integral u dx dy is equal to; so, now, del u del x at x equal to 

1, we have said that its going to be a Neumann boundary condition, it is a no flux 

boundary condition rather. So, we have minus integral of del u del y at x equal to 0 dy 

plus integral of f of x comma y dx dy.  

So, now because it is a problem in which we have no flux boundary periodic boundaries. 

There has to be this particular quantity which is going to be conserved, so d dt of this 

conserved quantity has to be equal to 0. So, that particular quantity is like the total 

energy of the system or the total mass of the system, whatever you want to give it as. So, 

whatever is being generated has to be sort of be balanced by the time rate of change.  

The time rate of change is, so whatever is being whatever the source is has to be sort of 

absorbed by this boundary, right. So, let us say that del u del y is equal to minus gamma 

of y. So, del u del y at x equal to 0 I think, so it is del u del x at x equal to 0 (Refer Time: 

07:17). So, let del u del x at x equal to 0 be equal to minus of gamma, minus is just to 

absorb this sign and so, this remains the same.  



So, this essentially becomes integral gamma dy plus integral of f x comma y dxdy. And 

so, if everything has to be consistent; well, actually this need not be 0, you can have 

more source, less absorption, so this quantity can change. But we can choose the form of 

gamma and the form of f whatever we want in this particular example. 
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So, for this example we can choose gamma of y to be a periodic function over 0 to 1 and 

we can choose f of x, y to be some separable form like f 1 of x, f 2 of y. And if f 2 of y is 

periodic over 0 to 1 then automatically this integral will also become, so this integral will 

become 0. So, if gamma is periodic over 0 to 1 then integral gamma dy will be 0, and if f 

of x, y has a separable form such that it is this then integral f 1 x, f 2 y, dxdy will also 

vanish. 

So, in order to construct these functions, what are the ramifications if we construct the 

functions like this? The ramification is this is going to be 0, this is going to be 0. So, d dt 

of this integral of u dxdy at all times will be equal to 0. Meaning if we were to solve the 

system and we were to monitor this particular integral it would be some constant, ok and 

that is what I mean it should come out to be it has to be equal to a constant, alright. 

So, what do we have so far? We have we need to choose this these two particular forms. 

So, fine, no problem. So, let us choose gamma to be sin of 4 pi y is periodic over 0 to 1 

and let f of x, y. So, let it be e to the power minus x minus half whole square divided by 



say 4 times sin 2 xy; so, 2 pi y not 2 xy. So, this integral will also be 0 because if we 

choose this form and similarly this integral will be also 0.  

So, there you have we have constructed a synthetic problem which is consistent, we 

cannot just choose any random boundary conditions because if you choose any random 

boundary conditions there is no guarantee where the solution will exist or not.  

There has to be this kind of a condition. And the beauty of this form that we have chosen 

synthetically is that the quantity integral of u over the area has to be conserved, ok. So, 

let us try to solve this numerically. Let us try to discretize it first. 
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So, in the discrimination what do we have? So, del u del t, del 2 u del x 2, del 2 u del y 2 

plus f of x, y. So, over here we can use the method of lines we have sort of mapping from 

t x, some solution at x comma and all the x, y that is at certain time and you move to a 

solution of all x, y, z p plus delta t you sort of move from one time level to another time 

level. So, you can have all the x, y solutions over here. 

So, let us write down the discretization of this. So, it is u prime, so du dt is u prime and 

this is equal to the discrete form of u at that particular time. So, its u at i plus 1 j minus u 

ij minus 2 u ij plus u i minus 1 j upon h square plus u ij plus 1 minus 2 u ij plus u ij 

minus 1 upon h square plus f of x, y. So, it is like you are forming a differential equation 



for u ij, ok. And through this we can then form what we say as a differential equation for 

u ij, solve this non-linear equation. 

So, in general because of this nonlinearity this, this will form a non-linear. So, basically 

you have to time step for u ij for all i’s and j’s. So, it is time stepping for u ij for all i’s 

and j’s, and we can have various kinds of methods in order to perform the time stepping 

and we have seen already the time stepping in, but see is not that difficult at all.  

But look because it is going to form sort of a non-linear system because of these 

functions. So, it is like having both time stepping and an SNES object. It is going to 

contain both a time stepping scheme and an SNES, ok. So, let us make use of all the 

information we have learnt so far.  

So, essentially we have learnt how to create a grid, we have seen how to create the time 

stepping routine, we have also seen how to sort of make. Not; in this case we will not 

need to make an SNES object separately, but we will sort of make use of that non-linear 

solver also. Well, it may not be so obvious how to go about doing that, but as we do that 

we will see how it looks. But so, the main sort of flowchart of the particular problem 

would be the following. 
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So, what we will need is we will be first have to make a main program that is always 

there. From this main program we must first set up a DMDA 2D, that is the grid over 



which everything has to be defined. You have to make the Y direction periodic. We have 

to sort of discretize the X direction to account for the two Neumann boundary conditions, 

one boundary condition particular being no flux boundary condition.  

So, after setting this we must set the time stepping object. Inside the time stepping we 

can define the Jacobian. So, how do you go about finding the Jacobian? It is like u prime 

equal to some function of this. So, what are the variables over here? And if you are 

attentive you might easily guess that the variables are all the u ij. So, once you solve this 

you sort of achieve a time stepping to go from the nth level to n plus 1th level, ok. So, 

this is done by time stepping. 

But the time stepping will form a non-linear algebraic equation, ok. It will form a non-

linear algebraic equation which you then need to solve and to account for this you need 

to somehow tell the time stepping, the time stepper that well not the time stepper, but the 

DMDA that you are going to also set a Jacobian in this function. So, you have to 

basically link that particular Jacobian to this particular set of objects, ok. So, let us take 

things one by one. 
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Let us first create the DMDA, then we will look into the time stepper. So, first things 

first we must do hash include petsc dot h. So, this is standard and after this we going to 

define main. So, int main, we have int argc char star star argv, then we must do 

petscFinalize, ok. This is just how we have defined it so far. So, we have to return this.  
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Let me save this file. So, let me call it heat2d dot c. So, finally, we have to do petsc 

finalize, we have to also do a petsc initialize somewhere. 
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So, let us write it down petscInitialize. So, it takes argument some percent argc, some 

percent argv, then the null, then we must say some help string solve heat equation slash 

n, ok. So, we have the petsc initialization. So, we have to define certain variables. So, 

time step has to be defined TS ts, DM da has to be defined, so DM da, then DMDALocal 



Info because we will need the local info to loop over various terms info then double we 

have to define the time span, alright. 

What else do we need to do? We need to define the solution vector like we need to 

define the matrix; we will we do not need to define the matrix in main because we were 

passing everything to the time stepper and everything will be taken up by the time 

stepper. So, we do not need to define anything else and this should be sufficient to get 

started, ok. 

So, let us set up the DMDA. So, DMDACreate2d, so this accepts the communicator. 

Apart from this, we will need to specify what the boundaries are. So, let me just open the 

function reference. So, DMDA create 2d it will; so, we have done this before, but still I 

just want to show you what the function reference is. 
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So, DMDAcreate2d, well there is a PDF version of all this, but I prefer to have the e, the 

online version it is more convenient. So, we have the communicator, then boundary type, 

so boundary type in X direction is going to be none.  
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So, DM BOUNDARY NONE, in the Y direction it is going to be PERIODIC, then we 

have to tell the kind of stencil we are going to have, so stencil type. So, we will have a 

star stencil, nothing, we do not need anything else. So, it is going to be DMDA 

STENCIL STAR that is the typical grid that we have. Then, we have to define the 

number of grid points. So, the number of grid points be 7, and in the other direction let it 

be 6.  
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So, the reason why I have not chosen both to be 7 is that, once you make the boundary 

periodic you automatically do not go over all the grid points meaning 1, 2, 3, 4, 5, 6, 7. 

But if you; so, the x equal to 0 and x equal to 1 are included in this particular boundary 

none. But when you do periodic you are going from y equal to 0, to y equal to the second 

last step because y equal to 1 is tantamount to y equal to 0, so you do not have to save 

this.  

So, you go, you have 1 less grid if you have an equal step, so because we are keeping the 

step equal we are keeping them both as h, right because they both are h, we will not have 

the final y line over here. We will simply go from 0 to y minus delta y or y minus h if 

you want. So, that is why you when you want 6, we need 1 less point if the boundaries 

are periodic. Then, we have to tell how many which processor, how many sort of grids it 

is going to handle. 
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So, we can let petsc decide. So, it is m comma n. So, we can say let petsc decide that. 

Again for the Y direction; then after deciding all this we need to tell the number of 

degrees of freedom under stencil width, so it is going to be 1 comma 1. And finally, we 

need to tell the lx and ly, so they are typically kept null. So, if you do not do this, then 

you will have the number of nodes different than 1 in the x and y coordinates between 

two grids, ok. 



So, you have NULL and then finally, you have to tell another null which is; so, this the 

second NULL is for. So, we have degrees of freedom as 1, then s was the stencil width 

which was 1, lx and ly both are null. Finally, the da, so we must pass the address of da. 

So, the address of da will be simply da.  

So, this creates the grid. So, once we have created the grid we can finish the formation of 

the grid and we have done this in the previous one of the previous lectures as well. So, 

DmsetFrom options because in case we pass some command line arguments, then we 

have DMSetUpda. Then, after setting up da we have DMCreateGlobalVector over da 

and that is the solution that we want, ok. 

So, we have assigned all this. Now, we can move on to the time stepper specification, ok. 

So, let us proceed to the time stepping part. So, TSCreate again PETSC COMM 

WORLD and you have to pass the address of TS, then TSSetProblemType ts, TS 

NONLINEAR, ok. So, the problem is linear in u, but despite that we can keep the solver 

to the non-linear as we have done in the previous example. 

After this then let us link the time stepper in the DMDA. So, it is TSSetDM, and we have 

to link ts and da. Then we have to do; so, what else is left? So, apart from, so the last 

example that we did was for ordinary differential equations. In this case, we need to sort 

of link the time stepper and the dm.  

So, one additional thing that you need to do is set the RHS function, I mean based on the 

DMDA because in the previous example we were not linking into the DMDA, RHS 

function was defined as such, ok. 
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If you look into the previous example, the form RHS was just to set the RHS function, 

but in this case the RHS function is based on the DMDA. 

(Refer Slide Time: 26:03) 

 

So, we must do TS not TS, DMDASetRHSFunctionLocal because it is based on a local 

grid, da, INSERT VALUES. And we have to now pass the function which will help us in 

creation of the RHS function, so the type of calling will have to be cast into the form 

DMDATSRHSFunction local. 
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So, if we go into the help of this on the reference file. So, DMDATSSetRHSFunction, 

ok. So, it is like a local residual evaluation function and it has to be done by passing this 

kind of a data type. So, we have to cast the function to this particular form that is why we 

are we are casting it. 
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So, this is to cast whatever function we have. So, let the function be form RHS, no 

problem. So, we have to create a function form RHS which will help us in creating the 

RHS function and it has to be typecast to the form DMDARHSFunctionalLocal, RHS 

function local.  
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So, this is called as a type casting to this form, this is where we are typecasting it to that 

form. So, apart from this we need to provide a function, the application context.  
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In this case there is no application context, so this can be simply void star ctx. We are not 

going to use it anyway. So, this sets the RHS local function. Apart from this we must set 

the DMDA and the TS with the local Jacobian. So, we will do 

DMDASetRHSJacobianLocal and the calling sequence is again quite same, so it is da. 

Sort of inserting values we will simply have a function call back.  

But instead of DMDATSSetRHSFunctionLocal. We will have DMDATSRHS 

JacobianLocal. So, we will change this. So, DMDA this will be RHS, instead of RHS 

function local it will be RHSJacobianLocal. And let me change this to FormJacobian, 

and well this cannot be void star ctx, it has to be just some ctx, it does not matter. We can 

pass a null over here, it does not matter. FormJac and then finally, NULL.  

If we were to pass some variable from we were to have suppose if we define diffusivity 

in this problem and pass it to these functions, we would have to have an address to the 

that particular structure. And we have done something like this in the previous lectures. 

But we are not going to use it over here. We do not need to do that, ok. So, yeah. So, that 

defines the linking of the TS and the DMDA. So, we must go about defining what this 

RHS function in the Jacobian will be, alright. 
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So, in this particular matter of lines, what do we have? So, we have u ij prime is equal to 

h not x square, 1 over x square times u i plus 1 j minus 2 u ij plus u i minus 1 j plus u ij 

minus 1 minus 2 u ij plus u ij plus 1 plus f of xi, yj. So, the RHS will be this entire thing 

and the Jacobian will be the derivative of this entire thing. It is as simple as that, ok.  
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So, let us first form the RHS local function. So, we define it over here. So, let us see 

error code. The name of the function is form RHS and the input to forming the RHS will 

be the DMDA. So, it will be DMDA wait; so, yeah. So, the calling sequence here, so we 



have to look into the calling sequence of this particular function type, so we must look 

into that. What is the calling sequence? So, we have to pass the DM, then we have to 

pass the mode of insertion, then the RHS function local. So, now let us see what RHS 

function, set RHS function, DMDA TS RHS Function Local; DMDA oops. 
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So, this was set RHS function, but this is not supposed to be that. This is supposed to be 

RHS function local. So, DMDATSRHSFunctionLocal, not set and yeah. So, let us now 

look into the call back sequence of this, ok. 
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So, it is not given explicitly what that calling sequence is, but yeah, let me tell you how it 

is.  
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So, you have to pass the DMDALocalInfo as with the address of local info. So, info then 

you need double t for time and you need a double au. So, something similar we have 

done in the previous lecture. This is an auxiliary array to hold u so, that we can convert 

between the vector object in petsc with the auxiliary array object of c. 

Then, we have double star star auxiliary array for the RHS function. So, let me call it aR 

and finally, the context of void star ctx, we do not need anything from this. So, let me 

define this function. So, first of all we need to loop counter. So, int i comma j, we are 

going to define h as; so, whatever the info is being passed we must define the step from it 

or let us say mx, info mx. So, this is what the x limit will be. 

Then, what can we do? So, let us first get the spacings. So, the spacing in this case will 

be simply 1 over mx minus 1, ok. So, double h equal to 1 over mx minus 1 that is this 

grid spacing, ok so far so good. So, let us define double x comma y, yeah. So, let us now 

do a double loop for j equal to info ys, j less than info ys, plus info ym j plus plus. Let me 

copy this.  

So, for, so instead of this we must have i. So, we will doing the inner loop over x, ok. We 

must be very careful when doing this kind of copy paste stuff, ok. So, after this we must 



define what y is. So, y is going to be simply h times j and x is going to be h times x, h 

times i not x. So, now let us apply the not let us apply the let us find out the RHS. So, the 

RHS will be ag not g, R; j comma i. So, in general it will be equal to that entire RHS 

term.  

What is the random origin term? It is this term. So, it is going to be let us define it as uxx 

and uyy. So, uxx plus uyy plus source as a function of x and y. Now, what is uxx? So, 

uxx is going to be let us define in terms of ul as the u left, u left minus twice of and I will 

tell you why I am writing it in terms of ux minus 2.0 times au j comma i not j comma i, j 

i plus ur upon h square.  

And the reason why I am defining in terms of ul and ur is because depending on whether 

you are sitting at the left most boundary or depending on whether you are sitting at the 

rightmost boundary. The ul and ur have to be appropriately changed with respect to the 

ghost nodes, that is because the right side boundary is a Neumann boundary condition. 
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So, when i is equal to mx minus like rather, when your i is at the last boundary this 

minus 1 boundary and plus boundary they are related because it is a Neumann boundary 

condition. So, y outside minus y inside equal to 0, y outside equal to y inside. So, we 

must set for the innermost boundary u i minus 1 j is equal to u i plus 1 j and that is the 

case then these two become equal, ok; these two become equal. And so, the u left will be 

equal to u, right essentially, ok. 
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So, the way to do it is ul is equal to, so is i equal to equal to mx minus 1. So, this is a 

compact way of writing an fl statement. So, if it is equal then you say au j comma i 

minus 1. So, ul will become if it is true, then it if it is true then the ghost node will be 

equal to the innermost node. So, basically ur will be equal to ul. 

So, if it is true, then you simply set ul by u ji plus 1 because the left boundary will sort of 

get the value of the sorry; we are we are looking at the rightmost boundary, so this will 

be u i minus 1, that is the rightmost boundary, this has to be ur, ok. So, when you are 

sitting at the rightmost boundary then ur; if it is this if this statement is true then you are 

sitting at the rightmost boundary.  

If that is true then ur has to be given the left value which is this otherwise you simply 

assign it with au j comma i plus 1. So, this is for then it is not at the outermost boundary 

then ur will be simply u ji plus 1. If it is sitting at the outermost boundary then it has to 

be equal to ul which in this case is going to be u ji plus 1.  

Similarly, if i is equal to 0, meaning you are sitting on the left most boundary, then the 

left outer point will be equal to the right point. So, if it is true then it has to be equal to u 

i, au j i plus 1 that is the left value will actually be the innermost point that is to say this 

is at the left boundary.  



This is i plus 1, this is i minus 1 and because del u del x is equal to minus gamma, so u i 

plus 1 j minus u i minus 1 j upon 2h is equal to minus gamma. So, if this is true then u i 

minus 1 will be equal to u i plus 1 j plus 2h gamma, ok. So, we have to assign that 

simply. So, it will be u i plus 1 plus twice of h times the gamma, and in this case let us 

just write as gamma of y; if it is not then it is simply au j comma i minus 1, ok. 

So, this is how you define ul and ur based on this you are defining uxx, based on uxx and 

uyy; so, uyy is not complicated at all because there is no special cases for it because the 

top and the bottom boundaries are periodic. We can simply copy this, paste this, and 

instead of ul and ur we simply can put au j plus 1 i plus au j minus 1 i. So, it is as simple 

as that, ok. So, now we must declare these variables which we have used. So, we have 

made use of uxx, uyy, ur, ul.  

So, apart from this we must define two additional functions one is for the Neumann 

boundary condition gamma and one is for the source term. So, let us define it, alright. So, 

here we will write the source and the gamma, ok.  

And they they are easy functions, but nevertheless we must define them. So, we will say 

double source x comma; so, it will be double x, double y. So, this function simply has to 

return the source term which we had defined already as this e to the power minus of 

whatever it is. 
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So, we can write exponential of minus of x minus 0.5 times, x minus 0.5. So, this x 

square divided by; let us not take it 4 because that will be a very thick Gaussian. Let us 

make it slightly thinner. Let us say it is 0.1. It does not matter anyway because the 

conditions are already being satisfied for the solubility. So, divided by 0.1 times sin of 2 

into 2.0 into PETSC pi that is a macro for pi times y.  

So, simply have to return this. Similarly, we have to define the gamma as well. So, 

define, so the return value will be double it will be gamma of double y. We must return 

sin 4 by x, so sin 4.0 times PETSC pi times x. So, there you have; we have the two 

functions also defined.  

So far we have defined the right hand side, now based on this let us form the; so, we 

have form the local function, you have to form the Jacobian as well. Jacobian is also 

quite simple to construct. So, in this discretized form the Jacobian, so what do we have? 

So, this is what the function of this is what the function is. So, this is the G function that 

we have used in the previous example. 
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So, the Jacobian will be del G i del x j and this x is not to become confused with all of 

that, it is basically del G del x del u ij. So, here the Jacobian will be minus 4 because 

when you take a derivative with respect to the variable u ij, this is 1d minus 4, then you 

have 1, 1, then an offset with 1 and then offset with 1, alright. So, the Jacobian has that 



pentadiagonal structure and it is also not that complicated to set up. So, let us set it up, let 

us set up the how the Jacobian will be evaluated.  
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So, let us define it form, so the name of the function was FormJac. 
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So, the return value will be a PetscErrorCode Formjac, J with the capital. So, FromJac, 

so the inputs to this function will be quite similar to what we have for the function call 

back, but we have just defined in the previous function. So, it has to be a 

DMDALocalInfor, star info double t double star star au, Mat J, Mat P, in case you have a 

different precondition for the Jacobian and then void star ctx, ok. 

So, let us define it. So, it is going to be having the similar structure as for the previous 

program. So, we must have two counters. So, int i comma y, i comma j. And we must 

also have an integer as the number of columns that we want to insert, so it will be ncols. 

Apart from this we must have double h because we need the grid spacing, then we need 

the number of values to be inserted.  

So, at max you will have 5 values inserted because over here we have one main diagonal, 

then offset, another offset, another offset by a large, number another offset on the right 

by large number. So, we have essentially 5 values which we can input. So, we define and 

define an array with size 5 these are the values array.  

Then, we need a data type of the type MatStencil because it is quite specific to the 

construction of the array. So, oops. So, MatStencil has the same data type as int. It does 

not matter if you use this, but it is a legitimate data type in petsc. You can choose to use 

it or not to use it you can simply use int as well, alright. So, h is equal to 1 over, so 1.0 



over, so this has to be actually 1.0, ok. So, 1.0 divided by info mx minus 1. So, that is the 

grid spacing. Now, we are in a position to perform the double loop. 
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So, we have, so let me copy the loop at the risk of making a silly mistake. Let me close 

the loop immediately, alright. So, we have defined what the double loop is going to be. 

Inside that double loop we have row dot i equal to i because we going to insert in the row 

number i. If you are looking at the variable u i comma j, then we have the different 

columns. So, call 0 dot j or rather call 0 dot i will also equal to i. So, row column is 

fixed. Now, we must fix the column variable.  

So, column dot i and column dot j, ok. So, first of all what is the values that we want to 

input? It is going to be minus 2.0 times 1 over h star h plus 1.0 over h times h. This is 

also going to be 1.0. And this you can easily find out its coming from the differentiation 

of the Jacobian. So, one is coming from this term and one is coming from this, nothing 

else, ok.  

So, the central value that we are going to insert. Now, coming to the columns, different 

columns; so, col 0 and not col 0, col 1 dot i is going to be i, col 1 dot j is going to be j 

minus 1. Similarly, let us copy this, oops, the 4 values. So, we have i j minus 1, then i j 

plus 1, then i minus 1, then i plus 1 and these are simply going to be j. 



So, these are the locations where we want to insert the values for the Jacobian. And what 

will be the values? So, v 1 will be equal to 1 over h square. In fact, all the values which 

will be 1 over x square. So, let me copy this. So, this will be 2, 3, 4. So, unless we are at 

the boundary point, if you are at the boundary point, 2, 3, 4, correct. So, unless you are at 

the boundary point nothing like this will happen. So, we have n calls 5 because we want 

to insert all of this. 

And if we are at the boundary, then what happens? If i equal to 0 and we are at the left 

boundary, then we will not have to insert 5 values instead we will have to insert only 4 

values. And I want you to actually go ahead and find this out. So, we have to modify the 

column that is going to be inserted because this if the left boundary this is not going to be 

i minus 1 it is going to be something else.  

So, it is going to be call 3 dot j will be equal to j and because of the Neumann boundary 

condition call 3 dot i will be equal to now i plus 1. This directly follows from the 

Neumann boundary condition of the left boundary. Well, the value to be inserted will be 

1 over h square, ok. There will be no gamma and all that because you are taking the 

derivative with respect to u in order to find out the Jacobian. And it is really a matter of 

doing it on your own and seeing it.  

So, now, if you are at the right boundary, so if i equal to info mx minus 1, then what will 

you do? Again, you have to insert only 4 columns. So, in cols will become equal to 4 and 

col 3 dot j will be equal to j, but this should be col; and col 3 dot i will be equal to i 

minus 1 because that is the inner boundary and the value will be simply 2 divided by h 

square, ok. So, far we have made what values you need to insert, how many values you 

need to insert. 
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Then we have to do MatSetValuesStencil. So, we have to pass the pre-conditioner, one 

row the address of the row, ncols number of columns and the col address, then the values 

and how do you want to insert them, so it is insert values, ok. So, now that you have 

done this we can come out of the loop. And so, where does the loop end?  

Sorry, yeah, it is over here. So, this is the end of the loop. Once the loop ends we can 

write MatAssemblyBegin P comma MAT FINAL ASSEMBLY MatAssemblyEnd P 

comma MAT FINAL ASSEMBLY. So, this this is just how you define it. Finally, you 

have to set the Jacobian equal to P we have seen this in the previous lecture as well.  

So, if J not equal to sorry not equal to P, then you have to simply do the assembly for J as 

well. Regardless of whether you have already done it for P you have to also do this, this 

is going to be simply J. So, finally, if everything is successful we return as 0. This is how 

you define the Jacobian function col back, that is form jack function. So, now we have 

found the Jacobian, we have done everything now what do we do? We must continue 

with the functions.  
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So, TSSetType ts. So, let us use a BDF solver a multistep solver TS BDF, then 

TSSetTime, TS this is the initial time TSSetMaxTime. We can set it to be 0.1; this is the 

time step. Now, this is the max time. Actually, max time is not the time step, the time 

step is set using TSSetTimeStep, TS this is the max time step, ok. 

In fact, lastly we have to do TSSetExactFinalTime ts, TS EXACT FINAL TIME 

MATCH STEP. So, we must match the last time, so that it finishes at t equal to 0.1. Then 

after this we need to allow TS to be settable using the command argument. So, 

TSSetFromOptions ts, ok. 

So, then what else do we need to do? Yeah. We can simply set all the values of the 

vector to be 0. So, VecSet u to be 0.0, then TSSolve ts comma u, finally, we must 

destroy everything. So, we have TSDestroy ts DMDestroy the address of ds this has to be 

the address of ts.  

So, in order to destroy you must destroy the address, ok. Then, what else can we destroy? 

So, destroyed the TS, we have to destroy the vector as well. Let destroy the address of u 

is passed, ok. So, so far so good. So, let us create a new target for all this. So, make a 

new target.  
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So, target name will be heat2d.  
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So, ode ts we must replace my heat 2d. Find next, oops; replace, replace, replace, 

replace, ok. 
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So, let us make and see what errors we get. So, make heat2d, ok. So, let us see we appear 

to have a bunch of unused variables.  



(Refer Slide Time: 60:08) 

 

So, instead of setting the t 0 and t f we have hard core, anyway, so it does not matter. We 

can get rid of this. 
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So, that should be fine. Let me run it again, ok. FormJac is undeclared, why is that? We 

have clearly declared FormJac, FormJac, ok. 
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So, the program compiles, but with the warning and the warning for, for mrhs, it does not 

have a return value. Let us have a look whether it has a written value. No, it does not. So, 

we must return 0, if everything works properly. So, it has written 0.  
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What else we have not used? x and y in the main, no, no it is not in the main, line 38. 
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Double x comma y, but we have used x comma y;, it is said, but it is not used, ok, no 

problem. It is said, but it is not used. Not a big deal. 94 we have not used info that is ok. 
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For mrhs, I thought we fixed that it reaches the end of a non-void function; well, ok. So, 

now, only a few warnings remain, but that is ok. 
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So, now, we are in a position to run this particular program. So, dot its dot slash heat2d; I 

have forgotten to col petsc initialize. 
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Well, petsc is kind enough to inform you that you have forgotten to do that, and yeah 

such things do happen when you are pressed for time, and that is why I am wait; I 

thought we did initialize it somewhere. I recall initializing it somewhere. So, with this, 

we in this particular lecture. It is become too long. You can have a look at the program 



from the website and you can try to run it on your own. So, with this, it is goodbye from 

me until next time. Have a good day. Bye.  


