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» OpenMP environment routines
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» Scheduling

» Nested parallelism

Welcome to the class of High-Performance Computing for Scientists and Engineers. We are in
the 2nd module, which is OpenMP Programming and we are discussing Essentials of OpenMP
Programs. This is the second discussion on essentials of OpenMP programming.

In the previous lecture, we covered the concepts on OpenMP environment routines and the
directives and constructs of OpenMP, and we have specially focused on parallel directives in
OpenMP and inside the parallel construct we can use other constructs like omp for etcetera.
We have also discussed different types of variables in OpenMP shared and private data; how
data handling is taken care of in OpenMP.

So, we look into the remaining important aspects which are work sharing, reduction clause,
scheduling, and nested parallelism in OpenMP. The idea is that once we are aware of this

particular semantics and syntaxes of OpenMP program, and also the functionality of different



OpenMP constructs and clauses will be able to develop our own OpenMP program. Some of

them will see in the subsequent classes well.
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OpenMP worksharing directives

oty st

Distribute iterations among  #pragma omp for 1Somp do

the threads

Distribute independent work  #pragma omp sections 1Somp sections
unit

Only one thread executed the #pragma omp single 1Somp single

code block

* #pragma omp master - only master thread (thread id 0 executes the code block)
* #pragma omp critical- the threads execute the block one by one

So, we are actually discussing work sharing directives in OpenMP. We have earlier seen that
whenever, we need to do something in parallel in OpenMP, the first important directive is
#pragma omp parallel or in Fortran !$ omp parallel. That specifies that the construct which has
been launched in the OpenMP program, this construct will work in a parallel mode; that means,
multiple threads will be active and these threads will take care of the remaining part of the
calculations; some of these threads will work in parallel depending on the number of

processors.

What will these threads do when they are launched in parallel? There can be certain cases
because OpenMP is specifically designed for some class of computation, which we generally
call scientific computation; which we are discussing here. So, it is a priori known to the
developers that these are the type of programs or these are the type of algorithms that OpenMP

is trying to parallelize.

What is the region of the program which requires parallelism? one part may be that there is an
iteration, there are a number of iterations; there is a do loop or a for loop which will take care
of the number of iterations. These iterations are mutually independent; that means, for i = 1 the

calculation is independent for i = 10 in the same loop.



So, this do loop can be parallelized. The other issue can be that there are different tasks and
this task can work concurrently, these are not most likely part of what | will say part of a same
iteration loop. But there can be say for example, we are looking into solving some equations,
equations of motion; and equation of motion in x direction and equation of motion iny direction
and in z direction are independent of each other. So, if you know the force and mass the

acceleration, it can be independently calculated in each direction

So, in order to calculate acceleration in each direction independent threads can be launched.
So, the second part of parallelism can be that there are independent works, but at one instance,
you want to know that acceleration in all 3 directions, at a next instance again you need to know

acceleration in all 3 directions.

So, there can be independent works which are large pieces of works, but they will be probably
repeatedly solved and the solution of each unit of this independent work will take a certain
amount of time. So, you can launch one thread for x axis calculation, one thread of y and
another thread of z. So, this type of work distribution that if we can identify, that these are the

sections of work which can be executed concurrently and launch different threads for them.

So, within the parallel region we will say that now, multiple threads will be there. So, each of
the threads can look into different sections, and this is the next way of OpenMP parallelization

that is launching sections and distributing independent works.

Again, we are discussing solving momentum equation in X y and z direction and in certain
cases, we see that there is no force therefore, no acceleration in y and z direction we only need
to calculate about x direction. So, we will not launch any thread in y and z direction. We will
ask only one thread though everything is in the parallel region, but we will ask only one thread
to do that particular calculation. So, it’s also possible that only one thread will execute that part

of the code block the other threads will not do that.

When we see this work sharing directives, we will appreciate the fact that when somebody is
developing a parallel program, he is not developing, he is not writing different lines of the

program for different threads?

It's developed in us with a sense of generality, that one particular line within a parallel region
will be executed by all the threads and these threads, they are operating something like a single

instruction multiple data model. So, each of these threads will execute the same instruction, but



they will pick up the relevant data for their work. They will get connected to the relevant data
but, they will essentially execute a similar type of instruction for them; in case they have to do
different instruction, which is multiple instruction multiple data it can be also via section

model. That different thread will do different work and pick up data differently.

However, when the program is written the programmer does not really try to write instances of
the program specific to a thread. So, what its role is is to rather write it in a general format, and
when these different threads are launched, each thread using the algorithm will pick up its
relevant work and execute that. Therefore, if there is some work which is specifically to be
done by one particular thread, we have to specify that other threads will go in inert mode and
only one thread will do that. So, this is also one part of work sharing. There are other parts of
work sharing like pragma omp master, when only the master thread or thread id 0 will execute
that block of code. So, you are controlling mode and this particular thread will work here by

pragma omp master.

There is another interesting work sharing directive, which will see later in detail; pragma omp
critical. It shows that though the works are independent and mutual threads are concurrently
active, but at one particular region of the work each of the thread will follow some sequentiality.

So, one by one threads will do that not all the threads will attempt to execute that particular
instance of the program at same point of time concurrently, this is particularly done when you
have a single shared memory variable and multiple threads will try to update that variable. If
you put an omp critical; that means, one by one the threads can update the variable, so that
there is no contention, less condition, no overwriting of the shared memory etcetera. This is

also one important work sharing directive.
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Loop constructs- Fortran .- § 5 I output

progras dolocy J" A inasaton fiog
Anteger omp_get_thread nus . Y\’, lae tor |
150mp threadprivate (1a) é/\ " for L

ia ’ 10 tor 1=

write(*, ) ‘updated las',1a, ‘for 1+',4, 'from 1d+' 14
ond do
150mp end &0

1§0ep end parallel

So, one of the works sharing directive is a loop construct; that means, there is a do loop, and

you have parallelized this do loop using # pragma omp for or !$ omp do in Fortran.

So, what is done here? So, if you see this particular Fortran code, we have a loopdoi=11t08
id inside the parallel region of the program. This parallel private is the parallel directive, and
we call the entire part, it starts at omp parallel private in Fortran, it is easy to identify the end

of the parallel construct by omp in parallel.

This entire part is called the construct, the centre part is the parallel construct, that means, at
this region multiple threads are launched and they are active concurrently. This entire part from

omp parallel omp end parallel, is the parallel construct.

So, this is the construct we have seen earlier and this part is called the construct, and this
particular line omp parallel is called the directive. Now, inside the construct, 4 threads are
launched; first it finds out the id of the thread each. Then, there isa do loop doi=1to 8 iais
some variable which is id + i, and each of the thread will take care of some parts of this i loop
because, we have launched omp do; omp do, and this is another construct which starts at omp

do and ends at omp end do.

Within these 4 threads which are launched, will take care of these 8 iterations in the do loops.

what will they do? They will update a variable ia ; a thread private variable.



So, for each variable ia is each thread ia is somewhere private. ia = id + i, i is the iteration
number and id is the thread number. So, for i = 1, we can see because we there are 8 iterations
which is distributed into 4 threads, each of these threads are picking up 2 of the iterations,
thread O has picked up 1,2 ,thread 1 has picked up 3 and 4, thread 2 has picked up 5 and 6
,thread 3 has picked up 7 and 8.

They have written that ia which initially started from ia = 0 Fortran initializes it automatically
tobe 0,1 =1id + 1. So, for thread 0, id is O therefore, ia will be 0 + i the values of i, for thread 3

id is 3, but i was that goes here 7 and 8 last 2 iterations, and they will pick up 10 and 11.

So, we can see that there are some iterations and this number instead of 8 can be anything else
also the thread number could have been anything else. OpenMP compiler itself distributes
different iterations to the number of threads; here we can see there is an even distribution; that
means, there is a load balanced distribution. But there are cases when the number i the number
of iterations is not exactly divisible by the number of threads. However, it ensures some sort

of load balancing.

Also, the programmer has some control over the distribution of threads, distribution of
iterations over the threads through schedule clauses, we will look into schedule clauses later.
But right now, we can see, there is a for loop or, there is a do loop in Fortran, and if we can just
define do open omp do construct then, this is automatically parallelized and distributed among

states well. So, this is what is called a loop construct? And this same thing will happen Fortran.
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Loop constructs- Fortran

prograa doloop

integer omp get thread num
150mp threadprivate (ia)

save La

call cap set num threads(d)
150 parallel private(id, i)
14 = omp get_thread rus()

Soop do
do Inl,
Lanide|
weite(*, %) 1as' da, ‘for i',4, 'from ids',
od do
gy ond do

do in 2

laslastd

write(*,*) ‘updated 1ae' o, ‘for i=', 1, 'from 1d+' 1d )

ond do |
150mp ond &0

1500p end parallel
and

Iterations are mapped to the threads in the identical manner for all do-loops, if the number of
lame.
Calso




Iterations are mapped to the threads in the identical manner for all do loops, if the number of
iterations is the same. We see that there is also another do loop, do i = one to eight same number
of iterations, iterates updated ia = i + id. What is the value of ia, that is again added with ia. We
can see here iteration 1 and 2 were going to id 0. Here also this is again the same way
parallelized, so this loop ends another loop starts here. This is also iteration 1 and 2 goes to id

0, iteration 7 and 8 going to id 3 thread 3 iteration 7 and 8 here also goes to thread 3.

So, the mapping of the iterations to the threads are identical for all do loops, if the iteration
numbers are the same. If the iteration number changes it happens differently, but this gives a
very good control for the programmer over the work distribution in OpenMP because; if he is
trying to solve something over a large number of iterations and the iterations happen over and

over, he knows that these iterations are specifically assigned to this particular thread.

Another point is that we have said that the variable ia is a thread private variable. So, the copy
of ia remains in each thread at different do loops. From the first thread, id = 0 has the values of

i 1 and 2 and the last updated value of ia is 2.

So, this value 2 stays with the thread 0, because, it’s a thread private variable, and it starts ia =
i a + id when it writes updated ia; that means, this value 2 stays here the value 2 comes here, 2
+0=2.

For thread 3 ia was 10 and 11. So, the last updated value was 11, these 11 values stay with
thread 3. Now, at the next loop 3 thread does ia = ia + id. So, itis ia + id =11 + 3 and again it
adds another 3, because id is 3 here, 11 + 3 =14, 14 + 3 =17 so this stays here. Because there

are thread private variables these values stay with the thread.

So, these are certain features of do looping and thread private variables. The main point is that
if there is any do loop in Fortran or for loop in C, if you use parallel for C or if you use omp do
or parallel do for Fortran, it will be automatically parallelized and some of the iterations in the
loop will be mapped to some of these threads. This will be identical, if the number of iterations

remain the same for the same number of threads, this is the same for C also.

We also can see, if we write anything after the end of the construct, this will be operated
sequentially; that means, this thread ends here, everything executed by all the threads finishes

and the next instances of the program are launched. Therefore, this is called an implicit barrier;



that means, all threads finish their work. In case some thread has not finished the work, the

other threads will wait for it.
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Loop constructs- Fortran

output
prograa doloop anathilocalhost OMP Programs]$ ,/4.out
Anteger oep_qot thread nun . tor I= 1 from ige
1§ threadprivate (1a) Lae 2 for I» Lrom id»
=y i 2o # T
o | i ¥
call osp set num threads(d) fy o o T Trrom 19 1
5oep parallel private(id, §) 1a § tor | 4 from id 1
14 = oep get_thread mum()
1508p do
do im0
lamidel
weite(?,*) ae' 43, ‘for is'.4, 'from id',1d
ond do
15omp end 0o
150mp do *
oo (st
Lamlastd
write(*,*) ‘updated 1a=' da, ‘for 1=',1, 'from id~',4d
ond do
150 e0d do
threadprivate
1500p end parallel
ond

implicit barrier

Iterations are mapped to the threads in the identical manner for all do-loops, if the number of
/ lame.
Calso

We can see that when the new loop is launched the number of iterations specific to that is the
same to that particular thread, and the last updated value of ia, which is ia = 11, goes to this
thing, this is 11 + 3 = 14 and then 14 + 3 = 17. The value of the variable comes here, as it’s a

thread private variable well.

Also, we can see that this is same in C also; in C that the loop construct is # pragma omp for
you can parallelize, the particular for loop using # pragma omp for. But it is important that this
parallel do loops must be part of a parallel construct. They should follow a directive parallel
omp parallel or # pragma omp parallel, directive and inside that it should be inside the code
block associated to the directive or inside that construct.
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Loop constructs - more

Clauses supported by loop construct

private (list)
firstprivate(list)

lastprivate(/ist)

Reduction(operator:list) (C/C+4)
reduction({operator [intrinsic_procedure_name}:list) (Fortran)
P ordered

schedule(kind, chunk size)

nowait
>

The clauses supported by the loop constructor private, first private, we have discussed about
the clauses, reduction; we can do reduction using the loops also; order, schedule. So, if we see
orders if we go back to the previous slide, we can see that these outputs are not in order 0 8
thread iteration 1 and 2 is written first, then 7 8 then 34, then 56. Here 1 2again3783456
is not written 1 23456 7 8, it's randomly written by the threads.

Now, if we put the order clause here, they will be written in an order. How can they be written
in order? If there are multiple processors and each of the processors is executing one of the
threads. This processor can work with their own latency and they can write in any order. So,
you need a synchronization in between them; that means, first the thread 0, will write then

thread 1 will write so on.

This synchronization requires some sequentiality of execution and that will also add to the
overhead. So, when we put this order, there is certain overhead, and another point we have seen
there is an implicit barrier after the threads; that means, there is already some synchronization

that unless all threads finish their work, the threads who have finished their work have to wait.

In case we do not want that synchronization because, synchronization means wait time for
certain threads, it means latency, it means overhead, we can use the clause no wait that the

threads will not wait for other threads to finish the work and start working on there.



For in this particular case because, they are operating on a thread private variable this could
easily have been done, we could have put nowait, and if you execute the program you will see
that the program speed is faster because threads are not waiting. They are finishing their job,
and going to the next step when done, no wait.

(Refer Slide Time: 22:41)

Section construct

Section construct divides the job into multiple sections and asks different processors
(threads) to work on each different section.

By this, diff utines or functions can be called in parallel

- |;;x.n1m omp patallel

fpragma omp sections

fpragma omp section
XAXIS() ;
fpragma omp section
YAXIS() ¢
fpragma omp section
LRXIS()

The other important construct is section construct when there is not a do loop, but there are
multiple sections of the job which are independent tasks. And they can be assigned to different
processors or different threads.

So, section construct divides the jobs into multiple section and asks different processors to
work in different section and therefore, the different subroutines are functions that can be called
in parallel different parts of the program, which has no dependency among them can be
executed in parallel.

So, it is like # pragma omp sections is again a C construct, then you put # pragma section and
put a section there. # pragma omp section and put another part of the job there. So, these two

parts will be concurrently or parallelly executed.

So, if you write pragma omp sections and then pragma omp section one-part pragma omp
section another structured block, these two blocks of the code will be executed in parallel.

Again, this entire construct which is inside pragma omp sections must be part of a construct



pragma omp parallel. Because, unless you would say that this is already a parallel region using

pragma omp parallel, multiple threads are not launched.

Once multiple threads are launched through pragma omp sections, you can ask if different
sections will be executed by different threads in parallel. So, this is a way in which you can
call different functions also, different subroutines can be called which can operate in the act

independently and they can be called in parallel.

So, pragma omp parallel launches the parallel section, launches the parallel construct inside the
parallel construct, you have to use pragma omp sections. That means, multiple threads will be
taking care of different parts of the code block, and each pragma omp section, each of the
subroutine or the code block you can also write some part of the code, will be executed by
different threads.

This is very important construct in a case; you are not working on a do loop or you are not
working on a strict SIMD architecture, where same instruction is being operated over different
parts of the data, but, you want to do a MIMD type of architecture, there will be different data
and different instructions will be processed ,in parallel the omp section is a very useful

construct.

Again, here you also need not worry about how the threads will be mapped? Which thread will
pick up which part of the sections etcetera? omp will automatically pick up one section and
assign a thread for that, pick up another section and assign another thread for that. So, this
optimization is as well as the load balancing is automatically done.
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I
Section construct

Section construct divides the job into multiple sections and asks different processors
(threads) to work on each different section.

By this, different subroutines or functions can be called in parallel

{

Ipragma omp parallel
(

7 141 fpragma omp sections
( (
: ' Ipragma omp section

) XAXIS() ;
Ipragma omp section
J YAXIS() ¢
{ fpragma omp section
2 1 XIS()
) )
) )
private/list) p—
Clauses supported by section firstprivate//ist)
lastprivate/list)
reduction (operator it ) (C/C++)
reduction/ { aperator | infrinsic,procedurename) dist)  (Fortran)

nowait

The clauses are private, first private, last private, thread private as we can see is not supported
here, because, this is not do loop these are different data which each processor is working on,
and these are different instructions also. So, if we call through sections next time there is

probably nothing, which is specific to a thread as a private variable and go with that thread
again.
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Combined worksharing constructs
Worksharing constructs can be combined too

Hpragma omp parallel #pragma omp parallel for Similar constructs are
{ Jor-loop available in Fortran
#pragma omp for 100
for-loop
)
#pragma omp parallel #pragma omp parallel sections
{ {
H#pragma omp sections Hpragma omp section
{ structured block
#pragma omp section #pragma omp section
structured block structured block
Hpragma omp section }

structured block
)
}

Now, we have seen that section and for they are called inside a parallel block, they have no

utility outside the parallel construct, because, these constructs are by definition part of parallel



constructs. Only when parallel construct is launched, multiple threads are launched, you can
do a # pragma omp for or you can write # pragma omp sections. You can execute the threads
for parallelization of a for loop or for a sections block, only when its already these threads are
available. Already it is a part of parallel constant. So, combined work sharing constructs are

there which says that for is always parallel for, there is no non parallel for.

So, in certain case if there is only one for loop inside one particular parallel construct, you use
# pragma omp parallel for. Or if there is only one sections loop inside one parallel section you
use # pragma omp parallel sections. But, if there are multiple parallel regions inside one parallel

construct you cannot use that, but in other cases there, they make the programming simple.
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Reduction clause

Reduction is an optimized construct for doing parallelized repeating operation on a shared
variable

OpenMP provides the reduction clause for specifying calculations involving mathematically associative
and commutative operators so that they can be performed in parallel without code modification.

The programmer must identify the operations and the variables which will hold the result variables,
the rest will be done by the compiler

The result will be a shared variable

It is advisable to use reduction clause instead of manually doing it in the code as this is an optimize
call avoiding false sharing and race conditions.

The syntaxis: reduction ({operator | intrinsic procedure name}: list
LA naic p. 2

fpragma omp parallel for default(none) shared(n,a) reduction (+:sum)
for (imi; i<n, i+4) c
sumésa (1] ; ‘

. — - —
Somp parellel do private(i) shared (n,a) teduction (¢ tesult)
do

Fortran

=i
resulterasulteon (1)
ond do

Bowp end parallel do

Another very important clause is the reduction clause. Reduction is an optimized construct for
doing parallelized repeating operation on a shared variable. It is often required we will see an
example later that, one particular shared variable is there ,multiple threads are trying to get do
summation of some data, and everybody is getting its local sum and finally, this local sums up
to assemble and a global sum has to be obtained; or you need to find out maximum of large
number of integers, and many threads are given and they are looking into certain part of the do
loop some of the numbers, they are taking and trying to find out what is the local maxima.

Finally, you need to get a global maximum. So, there are many cases when you need to find

the global value, but you are trying to do it over many small local values. And reduction is the



clause when this operation that you have a shared memory variable, you are trying to find out

maxima or addition or something on that shared memory variable and doing.

Basically, same operations by all the threads on that data, on the shared variable and the
optimized way to do it because, it’s a shared memory access variable which is being accessed
by multiple threads, there can be contention, there can be rest conditions, there can be false
sharing. So, to establish cache coherency, there will be certain latency in the threads also, to do
it in an optimized way reduction clause is important. It’s a very important clause. We will see

some of the examples later.

OpenMP provides a reduction clause for specifying calculations involving mathematically
associative and commutative operators, so that they can be performed in parallel without code
modification. So, we will see some of the examples later. The programmer must identify the
operations, and the variables that will hold the result variables, and the rest will be done by the
compiler. Say you need to find out the sum, the programmer has to find out that the operation
is sum and the summed variable is say total, the where is the sum after the summation it will

be written in a variable name total and the operation is sum.

Specify that there is a reduction operation by all the threads, and the local totals will be added
to the final total through the sum operation. Compiler will take care of the rest; the compiler
will divide it among threads and get the local values to sum it up. The result has to be always
a shared variable. The idea of reduction is that the same shared memory variable is being
calculated by multiple processors, through the same operations that means, if | say the variable
total it is the sum of some variables, it is not the sum of some variables and multiplication of
some other variables. It is the sum of some variables and this sum summation process is over
a large number of integers, which given a distributed amount of different threads reduction is

taking care of the summation.

It is advisable to use reduction clause instead of manually doing it in the code, because, this
optimized call avoiding false sharing and race condition, and , it is a shared memory variable
and this shared memory variable is coming from, several private variables which are doing the
local sums or local maxima or local multiplication, and then finally, assembling everything

bringing them together and getting the shared variable.

So, manually it can also be done that you get all the local sums and you write that the global

sum is some of these local sums. However, if you try to do it manually because it's a shared



memory variable accessed by all the processors, it can give you some of the issues related to

the cache memory.

Therefore, it’s advisable that instead of doing it manually instead of writing a code for taking
local sums and finding global some is not specifically sum it can be a different procedure; use

a reduction operation.

The syntax is just write reduction and then the operator name, the intrinsic procedure name
(operator is summation, multiplication, type of things and the intrinsic procedure is maxima,
minima average), and then list which are the variables, what is the array that has to be taken

for the reduction operation

So, one of this pragma omp for default shared and in this for loop, sums all the variables in a
matrix. There is an array and summation all the elements of the array will give you a sum. So,
sum + = a[i] is the for loop and you write reduction. So, if we just write this each thread will
try to find its own sum, and then we have to do something because they are trying to all threads
will try to write to the same shared memory location, we have to do something to take care of
that. But, if you just say that because multiple threads are doing this sum, this is a reduction
operation with addition of the data of a[i], multiple threads are doing a[i] and the output
variable is sum, then this is already taken care of .In Fortran also shared its result all the
variables are writing result = result + a[i]. So, all the elements of the matrix a[i] are written as
summed up and result. This do loop is parallelized, but this is operating over the same variable
and doing basically addition so, reduction + result, that will take care of it.
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Reduction clause- scientific computing

Many of the scientific computing calculations require distributing the data in different
chunks and asking threads to find the local min/max/sum etc. and then finding global
value.

Reduction clause is of great use in these computations.

Finding Maximum of n-numbers

fpragma omp parallel for reduction(max:x)
for (int {=0; I<N; 1#4) “——————yfil)

_x’- max(x_,dutalx]):

Many of the scientific computing calculations require this type of work, that distribute data in
different chunks, ask threads to find the local minimum, maximum, sum etcetera and then find
the global value. Reduction is of great use in these computations, we can see that if we have to
find out the maximum of n numbers and each processor gets their n /n p. So, each processor
has one thread which gets n/ n p numbers and finds their local maxima. All these local maxima
are taken care of by one of the processors and it finds the global maxima of all the local maxima.
So, this operation can be easily done by a reduction operation that x is maxima of x, data[i]this

is finding out maxima in case it’s a single processor thread.

In, multi-processor execution writes that its pragma omp parallel for and this pragma omp
parallel for, has the clause that finds maxima, this is an intrinsic operation of the variable x. It
is finding the maximum of a certain variable and writing it in the location x. So, you will get

the output. This is extremely useful in many operations. We will see some examples later.
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Reduction clause (cont.)

Reduction clause specifies and operator and a list of reduction variables (these must be
shared variables)

» OpenMP compiler creates a local copy for each reduction variable, intialized to operator’s
identity (e.g., 0 for sum, 1 for multiplication, large number for min etc.)

» After work-shared loop completes, contents of local variables are combined with the “entry”
value of the shared variable

» Final result is obtained by combining the local values and placed in the shared variable,

» Compiler level optimization reduces contention and false sharing

» Starting from OpenMP 4,0, user defined reduction functions are supported

Reductions clause specifies operation and a list of variables. When reduction is done, you have

to specify which operator will be active and what are the variables on which it will work.

When you have to use a reduction operation OpenMP first compiler first creates a local copy
for each reduction variable, initialized to the operator’s identity say, it starts with sum, it starts
with 0, if it is multiplication it starts with 1. If it is finding out minima gives a large number

and then finds what is the minima?

So, this is basically how you do the sum or find minima ;in a single processor, reduction asks
all the processors to get local copy of these initialized variable, and then after work shared loop
completes all local variables have their local output, and this combines with the entry value
and goes to the shared variable, and the final result obtained by combining all the variables and
placed in the shared variable. Compiler level optimization is there which takes care of the

contention reducing and false sharing, in the next lecture we will see an example.

Before OpenMP 4.0, for certain operations only reduction was allowed. But now, user defined
functions and reduction are also supported you can say that, this type of function | want to
operate in a reduction mode, that all the threads will perform this operation and then their
results will be taken care of by master thread, and the same operation will be executed over the
results of all the threads over all the local results. You can do it in your customized way from
OpenMP 4.0.
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Schedule clause

Schedule clause determines how iterations will be mapped to the threads. This is typically of
interest for large jobs where number of iterations are much more than number of threads and
there might be uneven distribution!

ffpragma omp parallel for schedule (static [chunk-size))

fixed size chunks assigned to num_threads e
-typical default is chunk-sizesiterations/num_threads

“set chunksize=1 for cyclic distribution

Example: 64 iterations using four threads

default- chunk size= 64/4=16 : 16 iterations in chunks go to threads
Chunk size=d: first 4 threads go to thread-0, 5-8 iterations go tothread-1... v soese

Again iterations 17-20 go to thread-0, iterations 21-24 to thread-1soon. s s
So, chunk size 1 will give complete cyclic distribution

Source: http://[akascorner.com/blog/2016/06/omp-for-scheduling htm|

Well another important clause is schedule clause. Schedule clause determines how iterations
will be mapped to threads. In case we have a large number of iterations, we have seen that
OpenMP does some mapping, OpenMP distributes some of the iteration to some of the threads
in a load balanced way. But, if there are a large number of threads and the OpenMP can result

in uneven distribution, you need to control it, you can use shared variables.

Pragma omp for parallel for schedule static is one way of using that and then the next is
followed by chunk size. So, once this is a static schedule there are fixed chunks of iterations
assigned to all the threads, and typically default (if you do not specify anything), the total

number of iterations divided by the total number of threads that will be the chunk sizes.

We can see some examples in case we have 64 iterations using 4 threads. We say that pragma
omp schedule static, we do not specify any chunk size ,16 will go to each of the threads. In
case we say that schedule is static if chunk size 4, so, first 4 will go to thread 0, thread 1, thread
2, thread 3, and then, there will be some cyclic distribution of the threads. It’s not first 16 will
go to thread O first 4 will go to thread 0, then 5 2 8 will go to thread 1 so on.

In case we use chunk size 1 it is really a cyclic distribution 1 to 16 will go to thread 0 to 15,
then 17 to 32 will go to thread again go to thread 0 to 6 15 so on. So, there is a cyclic distribution
of iterations which is sometimes important especially, if you want to avoid some less condition

and sharing of data by the threads.
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Schedule clause (cont.)

#ipragma omp parallel for schedule (dynamic [ chunk-size])
-run-time scheduling (with associated overhead)

-each thread grabs “chunk-size” no. iterations off queue until
all iterations have been scheduled

-good load balancing for uneven workloads

Hipragma omp parallel for schedule (guided [,chunk-size])

-threads dynamically grab blocks of iterations

-chunk size starts relatively large, so that all threads are busy with less overhead

-subsequently, the chunk sizes reduce to get good workload balance. Specified chunk-size gives the
minimum chunk size.

Hipragma omp parallel for schedule (runtime)
-schedule and chuink size taken from environment variable or from runtime routines

There are other parts of the schedule clause pragma omp, parallel schedule dynamic which
dynamically allocates the threads. And each thread grabs some of the chunk size and depending
on, what is the workload it dynamically allocates the thread. But, as it does run time and
dynamically there are certain cases, when at every iteration you need to reallocate the number

of threads, and there is some associated overhead.

The other way is schedule guided, where initially some of the blocks are given to some of the
threads, and then it keeps on reducing the number, because you got a reduced number of threads
after, you initially assign some threads to some block, you start distributing them. The guided
and dynamic has one good advantage that they take care of the resource you were actually
using. That means, if you are using some machine where some of the nodes are occupied by
some other job, static will still give a number of iterations and assign some number of iterations
to those nodes. However, guided and dynamic can understand that there is some extra loading
on these nodes and put some of the jobs in some other nodes. There is a runtime which looks

into environment variables and runtime associates the job.
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Schedule clause - examples
include <omp.h>

finclude <stdio.h>

finclude <atdlib.h>

int main(int arge, char® argv())

int 4,4d;

int afl0);

onp set num threads());

fpragma omp parallel for private(i,id) shared(a)schedule (static,?2)
for (1w0;i<iizies)

{

Adwonp get_thread_num();

afi) = i; // updating private a
printf(®a(%d] i1s %d from thread: Vd\n®,1,a(i],1d);

Full eyclic distribution

onp_set num throads()):
Ipragma oep parallel for private(l,id) shared(a)schedule (static,i)f"
for (1m0i1¢i1i49) y

There are some examples like in case of schedule static 2, there are 12 iterations to be

distributed in 3 threads. Each thread gets a uniform amount of work and if this is static 2; that

means, 0 and 1 goes to thread 0, 2 and 3 goes to thread 1 sorry 4 and 5 goes to thread 2. Then

we can see that 6 and 7 again goes to thread 0, 8 9 again goes to thread 1, 10 11 to thread 2.

In case of cyclic distribution static 1, we can see 0 goes to 0, then 1 goes to 1, 2 goes to 2,3

again goes to 0 ,4 again goes to 1. So, there is a cyclic distribution of the threads. There is no

chunk going to any of the threads, 1 thread iteration to 1 thread, another iteration to the next

thread, the subsequent iteration to the next thread and so on.
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Schedule clause - examples output
Dynamic distribution s o, Sl

omp_set num_threads());
Ipragna omp parallel for private(i,1d) shared(a)schedule(dynamic,2)f 4
for (iwi;icii;iee) als

Guided distribution

omp set num threads(d)
fpragma omp parallel for private(l,id) shared(a)schedule (guided,?)
for (im);i<iiiee)

Also, we can see a dynamic and scheduled distribution that, there is actually uneven distribution

if you use dynamic and guided comments. Guided is more uneven in dynamic it is less uneven,

they are trying to estimate; however, the loads on different processors and allocating the threads

accordingly. IN dynamic it makes chunks of 2 and distributes it to different threads. In guided

minimum 2, it's assured that minimum 2 threads will go to minimum 2 iterations will go to 1

thread. But there can be different number of iteration 3 iterations going to this thread, different

number of iterations going to thread.

They do not assure load balancing in bookkeeping sense, but they assure load balancing looking

into the hardware capacity of different systems.
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OpenMP- nested parallelism

Nested parallelism means parallel region within a parallel region. If any of the threads from
a parallel region encounters a parallel region, it creates a team of threads and becomes the
master thread (id 0) itself. Output with 2 threads

Example- Fortran code somnathilocalhost OP

program nested
integer omp get thread num ’

MP_Prograns]$ ./a.out

call omo set neated(l)
!Somp parallel private(id)

1d = onp_get_thread num()

wvrite(®,*) 'liello World from thread »' 4d !
1$omp parallel private(id)

ddeonp_get_thread nus() . Incase the omp_set_nested is commented, the
write(®,*) 'hi all from threads', id '

50w ond paralial threads from first region do not launch new
4wp wd parallel threads, they alone perform the next job as

and independent single threads
[somnath8localhost OMP_Programs]$ ./a.out

Hello World from thread

Hello World from thread = 1

hi all from threade 0

hi all from threads 0

So, there is another thing called nested parallelism called parallel region within a parallel
region; that means, multiple threads will be there and the threads are further launching sub
threads. This has to be done by per nested environment has to be set by omp set nested. We
can see that first there are threads launched which will launch inside a parallel construct threads
will write their own id, and then, there will be another parallel section within the parallel
construct. This is a parallel construct within the parallel construct, there is another parallel

section.

So, now each of the threads will become the master thread and launch the slave threads. So,
thread 0 and thread 1, in the next section which was the thread 1 in the first parallel construct

in the nested parallel section, it got a thread O number and it launched another thread.

So, if there are multiple parallel loops, we can call nested parallelism and do that. In case, we
turn up the nested parallelism, they do not launch any further threads. They simply launch 1
thread in the sub nested parallelism, multiple threads do not act there. But each thread again
becomes a master in the nested parallel part. Whether, it will be nested parallel or not that has
to be set up by the environment variable omp set nested, if its clause is non-zero it will be a
nested parallel region. Nested parallel means there are multiple threads launched and each

thread is further launching another set of threads ok.
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» Using OpenMP by Chapman, Jopst, Van Der Pas

» Parallel Programming in Fortran95 using OpenMP by Hermanns
» A"Hands-on” Introduction to OpenMP by Tim Mattson

» Parallel Programming for Science Engineering by Eijkhout

https://pages.tacc.utexas.edu/~eijkhout/pcse/html/index.html
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1. Directives, constructs and clauses for OpenMP calls are shown

2. Recursion and scheduling clause discussed

3. Nested parallelism introduced

So, these are the references and we looked into through these discussions’ directive constructs
and clauses, recursion and scheduling clauses and nested parallelism is introduced. We will see
some important applications of the OpenMP program, with a focus to critical issues in shared
data handling. How if multiple threads are trying to write to a shared data, which is often done
in a practical scientific computing problem, how that is done by OpenMP; based on the basics

we have discussed so far, we will see it in the next class.



