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Strength Pareto Evolutionary Algorithm: SPEA2: Introduction 

 

Welcome to the session on EC Computing Techniques for Multi Objective Optimization. 

In this particular session, we will be discussing another benchmark algorithm, which is 

known as SPEA2. So, in the previous session, we focused our discussion on NSGA2; we 

understood the hand calculations followed by the simulation results. In this particular 

session, our main focus will be on SPEA2. 
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So, we will start with the introduction and thereafter we will discuss SPEA2. We will again 

understand this algorithm using the working principle through an example, some 

simulations will be shown of this algorithm and finally, we will conclude the session on 

SPEA2. 
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So, let us begin with the introduction now. This SPEA2, this is the second version of 

algorithm called SPEA, which we understand as Strength Pareto Evolutionary Algorithm. 

SPEA2 is proposed by Zitzler, Laumanns and Thiele and this is a conference paper which 

was published in 2001. So, it is an improvement, improving the earlier algorithm which 

we know that as SPEA. 

So, that is why they have included the improved version as SPEA2. SPEA2 is also an latest 

multi objective evolutionary algorithm, in which we preserve good solutions while going 

from one generation to another generation. Since it is one of the benchmark, benchmark 

multi objective EC techniques as NSGA 2; it has certain features, such as SPEA2 

incorporates a fine grained fitness assignment strategy. The computational complexity of 

that strategy is of order of Q square, where Q is N plus N bar. 

So, as per our notation, N is the population size and N bar is going to be the size of archive. 

So, we will see later that the archive is maintained in this algorithm. There is a density 

estimation technique, which is used for preserving the diversity in the population.  

This technique has a complexity of order Q square log Q and Q is the summation of N plus 

N bar. Moreover there is a enhanced archive truncation method, which is also included in 

SPEA2, which is having the computational complexity of order Q to the power 3. 
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Now, let us understand SPEA2 in our generalized framework. In the original paper, it is 

represented in a different way; but we can easily write the algorithmic steps in our 

generalized format. So, let us go one by one and understand how this SPEA2 works. The 

SPEA2 as we have earlier, there are certain inputs at step number 1; such as the population 

size, we have archive size of N bar and we have the maximum number of generation. 

So, we are saying that currently t is equal to 0, means the counter for number of generation 

is 0 as of now. Now, at the beginning, we generate initial population; that is a random 

initial population and we are saving all the member into P 0. And at the same time, we also 

create an archive which is currently this, which is currently empty. Once it is done at the 

step number 3, we calculate fitness of solutions in P t using the fine grained fitness 

assignment strategy. 

We will be understanding this strategy using an example and then we copy all the solution 

in P t into the archive A bar t. Now, in step 4, we are at the standard loop of our generation.  

So, the first step inside this while loop is the binary tournament selection. So, as of now 

we know how the binary tournament selection is performed; only small change was done 

that, the members which we selected at a random to perform random to perform binary 

tournament selection operator, now those solutions will be replaced. 



So, we are going to perform this binary tournament selection on the archive. So, this is 

important step to remember. This is going to create a mating pool called M t. In step 6, we 

perform crossover and mutation operator on the mating pool. Now, in this in the original 

paper of SPEA2, the crossover and mutation is done using SBX cross over operator and 

polynomial mutation.  

So, here we will be restricting our discussion for solving real parameter optimization 

problem; because we can use these two operators. These two operators we discussed when 

we were discussing the real coded genetic algorithm. After crossover and mutation, the 

population which is created is P t plus 1; so this is the next generation population. 

Now, at step number 7, we calculate fitness of a solution of C t. Now, C t is a combined 

population, that is we have the new population after crossover and mutation P t plus 1 and 

then we are also adding our archive population, which is A bar t. Now, this fitness we are 

going to assign using fine grained fitness assignment strategy. Once it is done, then we 

find the number of non dominated solution in step 7 itself.  

We are representing the number of non dominated solution as N and in subscript N D S is 

written, so that we can see it is non-dominated solution. And we are finding it from the 

combined population C t plus 1. Now, when we check the non-dominated solution, we 

have different conditions. So, the first condition as written in step number 8 that, the 

number of non-dominated solution is equal to the number of archive that is the size of 

archive. 

If it is so, then we are going to copy all non dominated solution to the archive. Now, what 

you can see, it is written as A bar t plus 1; meaning we are updating our archive using the 

current non-dominated solutions.  

Thereafter in step 12, at this particular stage, suppose the number of non-dominated 

solution is less than the size of archive. In this particular case, since we have to fill the 

archive completely; first step is we are going to copy all non-dominated solution to the 

archive, thereafter some space will be left out. 

So, the remaining space we are going to copy the dominated solution from C t plus 1 using 

the fitness, which we have calculated using fine grained fitness assignment strategy. And 

we are going to copy this solution one by one till our archive is full. At step number 13, so 



12 means there is a third case; in this particular case, the non-dominated solution is greater 

than the size of the archive. In this case, we are going to eliminate non-dominated solutions 

one by one using the truncation operator till our archive is full. 

So, as we said, the number of non-dominated solution is more than the archive size. So, 

we are going to delete the solutions one by one. And once these non-dominated solution 

can fit in into the archive of size N bar, we will stop this truncation operator. Once it is 

done, in step number 15, we will increase the generation counter by one and then we will 

approach at the last step of the while loop. All these steps which are mentioned from step 

number 5 to 15, all these steps will be followed till the termination condition gets satisfied. 

So, here the important point which we have to remember that, we are going to combine 

the new population and the archive here and then we are going to find the non-dominated 

solution. Now, these non-dominated solution will be used to update the archive; these 

small changes we are going to remember, because these changes will help us to understand 

SPEA2 algorithm. Now, let us move to understand this algorithm through an example. 
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𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒             𝑓1(𝑥)  =  𝑥1 

   𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒        𝑓2(𝑥)   =  1 + 𝑥2  −  𝑥1
2 

𝑏𝑜𝑢𝑛𝑑𝑠   0 ≤   𝑥1 ≤  1  𝑎𝑛𝑑  0 ≤  𝑥2  ≤  3. 



So, here we are taking the bi objective optimization problem, in which we want to 

minimize f 1 which is x 1 and we want to minimize f 2 which is given as 1 plus x 2 minus 

x 1 square. For the given problem, the bounds are given as x 1 is lying between 0 to 1 and 

x 2 is lying between 0 to 3. For the given problems since it is a mathematical problem, we 

can find where is the Pareto optimal front. 

So, as can be seen from the figure; for the given problem, we have a non-convex Pareto 

optimal front which is shown in the red curve and the above this particular line, we have 

the feasible objective space. So, this particular figure is drawn between f 1 and f 2. 
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Now, as we understand that, to start with SPEA2; we have to decide say what is the 

population size. So, let us assume we are, we are having N equals to 8 and we are saying t 

equals to 0. This initial population meaning, the value of x 1 and x 2 that are created 

randomly within the bound for the 8 solution as given in the table. Since it is the starting, 

so the archive size is kept empty currently. 



(Refer Slide Time: 14:13) 

 

Thereafter we have to assign a fitness. As we can see that, Q t is a population which is 

input to the fitness assignment. Now, let us see how we are going to calculate the fitness. 

Now, in SPEA2, the fitness to an to each solution; we are calculating using the concept 

like strength and the raw fitness.  

𝑆(𝑖)  =  | { 𝑗|𝑗 ∈  𝑄(𝑡) ∧  𝑗 ≻  𝑖  }|  

We will be going through it one by one. Let us understand how we can calculate the 

strength of a solution here. As we can see, for every solution say i which belong to the 

population say Q t, the strength S i is calculated as given in equation number 1. 

What it represents that, this S i represents the number of solution it dominates; meaning 

that a solution i is dominating the solution j. So, we will count the number of solution i is 

dominating in the given population. So, as we remember, we have gone through the three 

kinds of rank that was dominance rank, dominance count and dominance depth. So, the 

dominance count says that, a solution is dominating how many solutions. 

So, the strength in SPEA2 is based on dominance count concept, in which we will be 

finding how many solutions a solution i is dominating. 
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Once we calculated the strength for every solution in the population, now we are going to 

calculate the raw fitness. So, what is raw fitness? As can be seen in equation number 2 

that, the raw fitness is the summation of strengths. 

𝑅(𝑖) = ∑ 𝑆(𝑗),

𝑗∈ 𝑄(𝑡),𝑖≻ 𝑗

   

So, the strength means, the solution j which are dominating I, so those strengths will be 

added. So, as we have written here, the summation of strength of solutions dominating 

solution i. When we are going to find the raw fitness here, when raw fitness is going to be 

0; this means that, the individual or a solution is a non-dominated. And higher value of R 

i means, it is dominated by many solution. 

So, if we look into the equation number 2 here. So, this equation suggest that, if any 

solution j which is dominating the solution i as can be seen here, so the strength of those 

solutions j will be added. Say suppose if any of the solution in the population is not 

dominating solution i currently; meaning that, there is the strength, there will be no 

strength.  

So, this means the raw fitness of a solution i will become 0; but as and when there is a 

solution dominating i, meaning that we are going to add this strength. So, that suggest that, 



if we are going to get higher value of R i; means the solution is dominated by many 

members in the population. 
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So, let us understand how we can apply the strength as well as the raw fitness to raw fitness 

for each solution. We started with one example. So, we are going to assign the strength in 

the raw fitness using the figure here. As can be seen here that, our problem was minimizing 

f 1, minimizing f 2; so all eight solutions are given. Let us take solution number 1. So, as 

the strength says, the number of solution it dominate; means how many solution are 

dominated by solution 1. 

So, as per our understanding, since it is a minimization problem and also it is two objective 

problem; so we know that, from the solution 1. So, with respect to solution 1, if any 

solution which is coming into the first quadrant; so those solutions will be dominated by 

1. In the current situation, there is no solution which is dominated by solution 1 in the 

current population; so the strength of this solution is 0. 
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. 

Let us take another example now. Here we are taking solution number 2. In this particular 

solution, if we see with respect to this solution, if we look into the first quadrant; we can 

see there is no solution which is dominated by 2. Therefore, the strength of solution 2 is 

also 0. Since solution 1 and 2 are having strength 0. 
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Let us take the another example of say, solution number 3. Now, here we know that, with 

respect to solution number 3; if I look into the first quadrant, there are four solutions that 



are 1, 2, 6 and 7. These are the solutions which are dominated by solution number 3. So, 

therefore, strength of solution 3 is 4. 
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Now, by taking the three examples, now we can find strength of all the solution. So, in this 

case, if you look at solution 4, looking into the first quadrant. So, it is only 1 solution which 

is dominated by 4, similarly by 5, 6 is not dominating anyone; 7 is not dominating any 

solution in the current population and then finally, we have the solution 8, which is 

dominating multiple solution that are 5. So, in this particular case, we have calculated the 

strength of all the solutions. 
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Now, now we have to calculate the raw fitness of each solution. As per equation number 

2, R i is. So, this is R i the raw fitness is the summation of strength of solutions dominating 

solution i. So, let us take solution number 1. Since it is a two objective problem, we know 

that if we take one as a reference and look into the third quadrant with respect to the 

solution number 1; we can find what are the solutions that are dominating 1. 

In the current scenario, we can see solution number 3, 4, 5 and 8; these are the solutions 

which are dominating solution 1. 
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So, we have written the strength of all the solution as of now. Now, since solution 1 is 

dominated by 3, 4, 5 and 8. So, the raw fitness of 1 will become strength of 3 plus strength 

of 4 plus strength of 5 plus strength of 8. If we take the value of 3, 4, 5 and 8; so the raw 

fitness summation is going to be 11. So, the, so this way, we can calculate its raw fitness. 
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Let us take another example, here we are taking solution number 2 and since it is 

minimization two objective problem, so we are looking into the third quadrant. In this third 

quadrant we can see that, the solution number 2 is dominated by solution 3 and 8; meaning 

that, the raw fitness of solution 2 is equals to the strength of 3, 8. So, looking at the table 

on the top, we have the strength. So, currently the raw fitness of solution 2 is 9. 
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In a similar way, we can calculate raw fitness of other solutions; that that are say for 

example, solution number 3. Now, as we know, if we look at the third quadrant with 

respect to solution number 3. 

So, there is no solution which is dominating 3; say they similarly you can look into solution 

number 8 as well as 5. So, since these solutions are not dominated, we will see the strength 

of solution 3 is 0. Now, similarly for 8 and 5 we will see afterwards. If we take solution 

number 4 and if we look into the third quadrant, only solution 8 is dominating; so therefore, 

the raw fitness is fine 5. 

In a similar way as we have discussed, raw fitness of a 5 is 0; because it is not dominated 

by anyone, raw fitness of a 6 is S 3 plus S 8, because 3 and 8 are dominating 5. So, the 

fitness is 9. For solution 7, it is dominated by 3 and 8 again, the fitness is 9. And solution 

8 as we discussed earlier, since it is not dominated by anyone; so the raw fitness is 0. 

If we go if we tabulate all the raw fitness of these solutions, we can see here from R 1 to 

R 8. As per our earlier discussion, any solution which is having raw fitness equals to 0; so 

we know that, those solutions are become non non-dominated solution. Therefore, solution 

3, 4 and 8 are the non-dominated solutions in the given population. 
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𝜎𝑖
(𝑘), where 𝑘 = √𝑁 + �̅� 

 

𝐷(𝑖) =
1

𝜎𝑖
(𝑘)  + 2

 

Now, as of now we have calculated the fitness of each solution; we started with their 

strength to calculate a strength for every solution and thereafter we use those strength to 

calculate the raw fitness of each solution. Now, since this fitness involve concept of a 

dominance concept, so this is going to help us in the convergence. 

But as we know we have two objectives to solve a multi objective optimization problem; 

then we have to understand how SPEA2 is keeping the diversity among the solution. 

SPEA2 uses k kth nearest neighbour method for the diversity. How it is calculated? For 

example, a solution i is given.  

So, we are going to find the Euclidean distance in the objective space with respect to all 

the solutions. And these distances we are going to sort in an ascending order. Once it is 

done, we are trying to find out the kth element in the sorted list and that is represented by 

say sigma i k. So, sigma i k is going to be the distance of the kth element. And what is kth 

element? As a thumb rule it is given as k equals to under root of N plus N bar. 



So, we remember that, N is the population size and N bar is the archive size. Now, the 

density of solution i which is represent as, which is represented as a capital D i; we are 

calculating as 1 divided by the distance of the kth element in the sorted list plus 2. Why 

we are keeping 2? Because we want our diversity should lie between 0 to 1 and therefore, 

we added 2 in the denominator. So, the overall fitness of a solution now will become the 

raw fitness plus the diversity D i. 

Now, here the important point we can understand that, if any solution is having fitness less 

than 1; then the all those solutions become the non-dominated solution. How do we know 

that? So, as per our discussion, if the raw fitness is going to be zero; then that particular 

solution is non-dominated. And now we have discussed the diversity D i and we have 

made the D i in such a way that, it always lies between 0 to 1. So, meaning that the diversity 

factor will be less than 1. 

So, since the raw fitness was 0 and the diversity will always be lying between 0 to 1. So, 

the non-dominated solutions are going to have the composite fitness or a combined fitness 

less than 1. This particular observation will be useful when we will be performing the other 

operators with SPEA2. Now, in the given example, we have k which is 8 plus 8. Why? 

Because the population size we have kept 8 similarly, just for the simplicity we have taken 

the archive size of 8 as well. So, we know 8 plus 8, 16 and under root of 16 becomes 4. 

So, this means that, we will be looking for the 4th solution in the sorted list, so that we can 

calculate what is the sigma i k value. 
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Let us perform some hand calculation now. Here first we will take solution number 1 and 

we will try to find out what is the kth nearest neighbour distance. In order to do that, we 

can see in the figure; we have to first normalize f 1 as well as f 2. So, we have to find out 

what is f 1 min, f 2 max; similarly f 1 min f 1 max, similarly f 2 min f 2 max. Now, this is 

the current population which is given in the figure. 

So, as a for the hand calculation, we have taken the extreme in f 1 which is corresponding 

to the solution 1. So, f 1 max we can calculate using solution one; similarly f 1 min we can 

calculate with respect to the solution 3. Since the objective function values are known; so 

we can calculate as f 1 min and f 2 min f 1 max and f 2 max as given on the top. Thereafter, 

let us calculate the normalized distance. 

So, as our discussion says that, this minimum and a maximum in both the objective will 

help us to calculate the normalized distance. This is important, it is because our objective 

function in solving practical optimization problem; they can vary in different ranges, for 

example, f 1 can vary in a range of say thousands and f 2 can vary say in the range of 0.1 

and 0.2. 

So, since these two objectives are varying in a different ranges, when we are going to 

normalize; so the value will always be lying between 0 to 1 and that is the whole motive 

of normalization here. So, let us see here that the normalization distance between solution 

1 and solution 2. 



So, basically we are finding the Euclidean distance between solution 1 and A2 and that 

distance is normalized using f 1 and f 2 min and a max. So, since it is a straight forward 

calculation; we are showing that the distance between 1 and A2 is 0.609. Similarly, we can 

find solution; the we can find the distance between solution 1 and a 3; 1, 4; 1, 5; 1, 6; 1, 7 

and 1, 8. 

Now, all these distances are given here. Now, as our understanding says that, we have to 

first sort these distances. So, the seven distances are given to us with respect to the solution 

number 1. When we are going to sort, we have to find which is the fourth solution, which 

is the element which is coming at the fourth place, since k is equals to 4. So, we are going 

to find sigma 1 k 4. 

So, sigma 1 represent, this is the solution one and k 4 is the fourth which element. So, k 

equals to 4 means, it is the fourth element in the sorted list. So, when you are going to sort, 

you will see that distance 1, 5 will come at the fourth place in the sorted list of distance. 

We will include this value in D 1 and we can get as 0.393. 
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Let us take another example of say solution number 2 and in this case we our f 1 min and 

a max, f 2 min and a max both will remain the same. Now, we are going to calculate the 

normalized distance.  



So, this normalized distance from 2 to 1 that remains the same as we have found earlier. 

But we have to find the distance of solution 2 to 3, 2 to 4 and the other solution, as we can 

see all the distances are given here. Our practice says that, we are going to sort these 

solutions based on the distances and we will be looking which is the solution coming at 

the fourth place. 

So, solution number 3 is going to come at the fourth place in the sorted list of distance and 

therefore, sigma 2, 4 will become 0.832. And when we are putting into our formula, we 

will get the diversity D 2 as 0.353. 
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Now, if we are going to follow the same procedure for rest of the solution; we can find the 

diversity measure, which is D i. And since we have already calculated the raw fitness and 

the diversity D i, then we can find the fitness. 

So, in this here, we can see that all the solutions in a given table on the right hand side, we 

have the raw fitness given; the distance as we have discussed earlier all the distances are 

given. And the fitness is nothing, but the summation of R i plus D i and that is why we get 

these distances. Now, as per our earlier discussion we remember that, the solution 3 was a 

non-dominated solution. 

And if we look at the fitness of solution number 3, this is smaller than 1. So, we can identify 

the solution is non-dominated. Similarly, if we look at solution number 5; so the fitness is 



less than 1 and similarly for solution 8. Now, here since we started with the random initial 

population and we calculated the fitness of all the solutions. So, we are going to copy all 

these solution into the archive population as per the algorithm. 

(Refer Slide Time: 38:01) 

 

So, by this step, we have already calculated the fitness of the population. So, currently it 

is the initial population and thereafter we have copied into the archive. Now, we are at the 

decision box, basically the while loop. Since it is the first generation, we will proceed 

further to apply other operators. So, as mentioned here, we will proceed for the selection. 
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As a recap we know, the purpose of the selection operator is to choose good and above 

average solution. In SPEA2 the selection is perform using binary tournament selection 

operator and that is with replacement; so we will understand what is this small change with 

the binary tournament selection, which we have gone through earlier.  

So, we know that for performing binary tournament selection operator, we pick two 

solutions randomly and we compare their fitness. As per our earlier discussion fitness, we 

have already calculated for all the solutions. Thereafter, the solution having minimum 

fitness is selected to create a mating pool. 

Now, in case if there is a tie. So, basically the fitness of both the solution is same; then we 

are going to choose a solution at random. Finally, the solutions which we have selected for 

performing the tournament selection; they are now replaced to the population. When we 

are saying replaced, so that is called with replacement. The binary tournament selection 

operator which we have discussed earlier with real coded GA and with NSGA 2, in which 

we pick two solutions and once these two solutions are picked, they are not considered in 

the same tournament. 

For example, if we take a population size of 8 and if we pick two solutions randomly; in 

that case, these two solutions will be removed and we are left with six solutions. Thereafter 

we pick another two random solutions and the size will reduce from 6 to 4. This strategy 

we call it as binary tournament selection without replacement. But in SPEA2, the strategy 

adapted is binary tournament selection with replacement. 

Meaning that, when we have eight solutions, when we are going to take two solutions for 

tournament; we select we will copy one solution. And these two solutions were will again 

replaced into the population; meaning that the population size will remain the same. Now, 

since we have performed the binary tournament selection earlier; so we are going to show 

you the solutions which are selected in the mating pool.  

And since we did it with the real coded GA; so we are showing the result. So, these are the 

index and the solutions which are selected after binary tournament selection operator are 

given here. Only for the representation purpose, we are showing f 1 and f 2 values of these 

two these solutions which are selected. 
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𝑝(𝛽𝑖  ) = {

0.5(𝜂𝑐 + 1)𝛽𝑖
𝜂𝑐 , 𝑖𝑓 𝛽𝑖 ≤  1

0.5(𝜂𝑐 + 1)
1

𝛽𝑖
𝜂𝑐+2

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝛽𝑖  =

{
 

 (2𝑢𝑖)
1

𝜂𝑐+1                             𝑖𝑓 𝑢𝑖  ≤   0.5

(
1

2(1 − 𝑢𝑖)
)

1
𝜂𝑐+1

                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

𝑥𝑖
(1,𝑡+1)  =   0.5 [(𝑥𝑖

(1,𝑡) + 𝑥𝑖
(2,𝑡)) − 𝛽𝑖( 𝑥𝑖

(2,𝑡) − 𝑥𝑖
(1,𝑡)  )] 

𝑥𝑖
(2,𝑡+1)  =  0.5 [(𝑥𝑖

(1,𝑡) + 𝑥𝑖
(2,𝑡)) + 𝛽𝑖( 𝑥𝑖

(2,𝑡) − 𝑥𝑖
(1,𝑡)  )]          

 

Now, thereafter once the mating pool is created, we have to create new solutions. These 

new solutions are created using crossover and mutation. SPEA2 in its original paper uses 

SBX operator for crossover, and polynomial mutation for mutation operator for mutating 

the solutions. 

So, as a recap, let us see what was SBX crossover operator? So, the probability distribution 

of SBX cross over operator is given here; as we can see there are two parameters. So, beta 



i is the x axis for us and eta c is the user defined parameter. This probability distribution 

can be seen on the right hand side of the figure. 

It says that, we have two nature of the curve along the beta i; because here you can see 

when beta i is smaller than and equals to 1, we have one equation and otherwise we are 

going to use another equation. How this probability distribution is going to work? We will 

be first generating a random number u i and that random number we will be including with 

the area under the curve. 

So, when we are going to integrate this probability distribution and we equate this integral 

to the random number u i, we can calculate the value of a beta i. So, again the beta i value 

depends on the random number u i; it says that if it is smaller than and equals to 0.5, we 

are going to use this formula, otherwise we are going to use the another formula. Since 

beta i we have calculated.  

So, the new solutions, so x i 1, t plus 1; x i 2, t plus 1 these solutions we are we can calculate 

as given in the formula. So, the difference which you can see that at one part, we are 

subtracting minus beta i and the and the factor in the bracket; in another part, we are adding 

beta i with the factor given in the bracket. 
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So, here since this SBX operator, which we have performed earlier with real coded genetic 

algorithm; we will be presenting the solutions that are created after crossover operator. So, 



here we can see that, the solution are given in the table; there x 1 and x 2 values are given. 

Now, here f 1 and f 2 values are given for the representation only. 
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𝑦𝑖
(1,𝑡+1) = 𝑥𝑖

(1,𝑡+1) + (𝑥𝑖
(𝑈) − 𝑥𝑖

(𝐿))𝛿�̅� 

𝑃(𝛿) = 0.5(𝜂𝑚 + 1)(1 − |𝛿|)
𝜂𝑚 ∶ 

𝛿�̅� = {
(2𝑟𝑖)

1
𝜂𝑚+1 − 1,                     𝑖𝑓 𝑟𝑖  <  0.5 

1 − [2(1 − 𝑟𝑖)]
1

𝜂𝑚+1,       𝑖𝑓 𝑟𝑖 ≥  0.5

 

 

Once it is done, we have to perform the mutation. As we remember, the purpose of the 

mutation is to perturb the solution in the vicinity with the help of some probability 

distribution function for the real number. So, this mutation again creates new solutions, 

but with a low probability. So, as crossover is used for exploration, mutation is used for 

exploitation.  

As the polynomial mutation was used in the original paper of SPEA 2; so let us see how 

the solution is mutated. So, we remember that, this is the solution which is created by the 

crossover operator, which is SBX. And then we have a difference between the lower and 



the upper bound and we are multiplying by the delta i. How we are calculating this delta 

i?  

So, we have a probability distribution here and this probability distribution basically tells 

us this the figure, which is shown with respect to this probability distribution. When we 

are integrating this probability distribution and equating it to the random number R i, which 

is 0 to 1 in this case; so we will calculate the value of delta with respect to the random 

number R i. 

So, we are going to integrate the probability distribution and equating into the R i as given 

in the figure. So, the area under this particular curve will be equating to the random 

number. This will arise two situation here; when random number is smaller than 0.5, we 

are going to use the formula number one; when it is greater than and equals to 0.5, we are 

going to use the another formula. Similar to the SBX crossover operator, we have the user 

defined parameter eta m that we have to fix it before working on the mutation operator. 
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Now, here since it is a polynomial mutation, we have already performed the hand 

calculation with the real coded GA. So, we are presenting the offspring population or the 

new solutions directly after mutation. As can be seen in the in the in the table here, these 

solutions; the solutions after mutation are shown here and this population is called at say 

offspring population. In the current SPEA2, it is represented as P t plus 1. All these solution 

x 1 and x 2 values are given and f 1 and f 2 values are given for the representation purpose. 



So, in this particular session, we have gone through strength how to calculate the fitness 

of each solution using SPEA2, where we calculated the strength followed by the raw 

fitness. Then we also calculated the distance D i and this distance D i at the raw fitness, 

club together will make a fitness of a solution. 

And thereafter binary tournament selection operator with replacement was discussed and 

that will help us to select the solution that on which the crossover will be applied. Since 

SBX operator and polynomial mutations which we discussed, so we presented these 

solutions directly. 

So, in this session the part one of SPEA2, we have discussed these things; in the following 

session, we will be understanding the survival stage of SPEA2 that will be useful for 

updating the archive. So, with this understanding on the first part of SPEA2, I conclude 

this session. 

Thank you.  


