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Lecture-25 

Sequential Decision Problems 

 

Welcome to fundamentals of artificial intelligence, today we look at sequential decision 

problems. Sequential decision problems which involve utility and uncertainty, generalize the 

search and planning problems that we have looked so far. Recall that in our discussion on 

reasoning under uncertainty we had looked at utility theory, wherein the agent was concerned 

about making a single decision based on the outcome of the actions utility value. 

 

Here today in sequential decision problems we will look at utility being computed for a sequence 

of actions and we will see how we can go about making decisions under such a scenario. 

(Refer Slide Time: 01:45) 

 

Sequential decision problems are concerned with making decisions when a sequence is involved. 

Now if you think of the search algorithms that we have discussed previously we were looking for 

a sequence of actions that could lead to a good state for us. However here there is a basic 

difference, the difference being instead of returning as a sequence of actions what would be 

returned by a sequential decision problem is a policy, a set of situation action rules for each state. 

And that would be arrived by calculating utilities for each table. 



(Refer Slide Time: 02:36) 

 

So let us look at an example to understand sequential decision problems, here is a 4 cross 3 grid 

and an agent needs to start at 1, 1 and it much reach idly the state marked with +1. Now the 

problem terminates when either of the goal state given by + 1 or - 1 is reached. This example that 

we are taken here today for discussion is from the book by Russell and Norvig chapter 17 pages 

498 to 507. 

 

Now the possible actions for this agent in this scenario are to either go up or in a given scenario 

come down or go left and right. So the agent needs to execute a sequence of actions and we 

assume that the environment is fully observable, that is the agent always knows where it is. 
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In a deterministic version of this problem if I am interested to get to the goal the objective would 

be to get the maximum reward. So each action would be like moving the one square in the 

intended direction, except when I move into your wall resulting in no change in my position. In a 

deterministic version if I know the initial state and the effects of my actions then this problem 

can be directly solved by search algorithms that we have described before in this course. 

 

Now this is true regardless of where whether the environment is accessible or inaccessible. In 

such a scenario the solution for this sequential decision problem is to move up once and 

thereafter move again move to the right one time, a second time and the third time would bring 

me to the goal. Now if I am looking at a stochastic version of the same problem. Let us assume 

that I can go forward with a probability of 0.8 and the rest of the time it either goes to the cells to 

its right or to its left with probability of 0.1. 

 

And like the previous case if my agent bombs into the wall it stays in place. Now under such a 

scenario one cannot create a plan ahead of time, in fact if you look at whether my old plan would 

succeed, I can see what would be the probability of the old plan succeeding. So because the 

actions are unreliable each action has the intended effect with certain probabilities and that is 0.8 

when it goes forward and 0.1 when the agent goes at right-angles. 

 



So if I now compute the probability to succeed by taking the one version which is the one that is 

marked in red or a very unlikely other version which is marked in blue where the total 

probability to succeed would be 0.32776. 
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Now we should understand that in the stochastic version that we were talking off the actions are 

unreliable, each action actually achieves the intended effect with a probability of 0.8. But the rest 

of the time the action moves the agent at right angles to the intended direction and therefore we 

will need to use a transition model. This transition model refer to the set of probabilities 

associated with the possible transitions between states after any given action. 

 

The transition model is a specification of the outcome probabilities for each action, in each 

possible state. In our case the transition model is given as T of s a s prime which denotes the 

probability of reaching the state s prime, if I do an action a in the state s. So under such a 

transition model I would know now what would be the likelihood of a given action in a given 

state to arrive at a new state? 
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A utility function would need to be specified for the agent in order to determine the value of an 

action. Now in our earlier discussion each agent was involved in a single decision and when I 

was looking for the utility I was computing it based on what is the final result of a given action, 

here the problem is sequential and therefore the utility function depends not on a single state that 

I arrive at but on a sequence of states under such as scenario it is very tricky to compute the 

utility function. 

 

In our case except for the terminal states which is marked with + 1 or - 1 no other state has been 

given an indication of what its utility is. So when we base the utility function on sequence of 

states we need to look at the history or what we call the environment history rather than on a 

single state. So we do it in the following way rewards are assigned to the states that is each state 

returns a reward which is given as Rs. 

 

For this example we can assume the following that the reward for all states except for the goal 

state is - 0.04 and then if we look at the utility function the utility function is the sum of all the 

states visited so far. So for example if my agent reaches 4, 3 in 10 steps then the total utility 

would be 1 + 10 steps it has visited which each had a utility of - 0.4. So that would be reduced 

from 1 and I would have a total utility of 0.6. 

 



I can also make provisions for negative reward that is an incentive to stop interacting as quickly 

as possible, after we have looked at the rewards we can now deal with action sequences .So we 

can look at action sequences as long actions themselves, then we could apply the basic maximum 

expected utility principle to the complete sequence. 
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And the rational action would then be the first action of the optimal sequence, but then there is a 

flaw in this approach even if it is closely related to the way that search algorithms work for a 

stochastic environment the flaw is that here I assume the agent to commit to an entire sequence 

of action before executing it. Now in a case where the agent has no senses this is the best it can 

do. But let us assume that the agent can acquire new sensory information. 

 

Then committing to an entire sequence is actually irrational because after I reach a state new 

percepts that I have may enable me to take a better decision rather than committing to a sequence 

of actions a priori. So even if this idea of action sequences to be considered as long actions and 

just using maximum expected utility looks attractive but it is not the best thing to do. In reality as 

I have been emphasizing the agent will have the opportunity to choose a new action after each 

step. 
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Given whatever new information it gets from the sensors, we therefore need an approach which 

is more like conditional planning algorithms rather than search algorithms. So this will of course 

have to be extended to handle probabilities and utilities we can deal with the fact that the 

conditional plan for a stochastic environment may have to be also infinite in size, because one 

needs to understand that though very unlikely there is a possibility that a agent may get stuck in 

one place or in a loop no matter how hard it tries not to when dealing with a stochastic 

environment. 

 

So when we are dealing with action sequences we would rather be using an approach more like 

conditional planning instead of search as a sequence. So in an accessible environment we have 

the agents percept which at each step will identify the state the agent is in. 
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If it can calculate an optimal action for each step then that will completely determine its 

behavior, a complete mapping from the states to action is what I need and this is called a policy. 

So given a policy it is possible to calculate the expected utility of the possible environment 

histories generated by the policy and the problem is therefore not to calculate the optimal action 

sequence, what I am more interested in sequential decision problems is to calculate the optimal 

policy. 

 

The policy that results in the highest expected utility, so instead of looking at the complete 

sequence of actions as a long action itself and trying to commit to that sequence a priori we 

rather look at a mapping from states to actions and we are interested in finding out such a policy. 

So the problem of calculating an optimal policy in an accessible stochastic environment with a 

known transition model is called a Markov decision problem. 
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Now this is very important for us to realize that Markov decision problem is about getting to an 

optimal policy in an accessible environment under a stochastic environment, but then the 

transition model that is the change from one state to another state given an action in the previous 

set is known to me. Now Markov's work is very closely associated with the assumption of 

accessibility and decision problems are therefore often divided into what are called Markov and 

non Markov decision problems. 

 

Closely related to the concept of a Markov decision process is the Markov property. Now 

Markov property holds if the transition probabilities from any given state depend only on the 

state and not on previous histories. In our case the transition model that we have assumed T if it 

depends only on the state s and not on the rest of the history, then we say it satisfies Markov 

problem. 
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Markov decision process is the specification of a sequential decision problem for a fully 

observable environment that satisfies the Markov assumption. So it is defined as a 4 tuple where 

I have this state, the action, the transition model, in fact the transition model is a table of 

probabilities of S prime given action a in state s and I have rewards recall that reward at every 

state is the cost or the reward to be in state s. 

 

So this 4 tuple that I have under a fully observable environment satisfying the Markov 

assumption yielding additive rewards is a Markov decision process. Now for the example 

problem that we had started our discussion today let us look at what are these elements of the 4 

tuple line. 
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So we have S the state of the agent on the grid, so it could be like 4, 3 the cell denoted by X , Y 

is this state of the agent, we have actions in our case as already noted the agent can go up down 

left and right, we there have to have the transition model. So we could say certain things like 

being in 4, 3 and the next state being 3, 3 the probability of up is 0.1. So I would have a table that 

gives me the probability of S prime given action a in state s. 

 

And finally I have the rewards, so as already mentioned for our example except for the goal 

states the reward is assumed to be - 0.04. 

(Refer Slide Time: 19:35) 

 



So now having formulated the problem as a Markov decision problem we need to look at the 

solution since outcome of actions are not deterministic, a fixed set of actions cannot be a solution 

here. A solution here needs to specify what an agent should do for any state that the agent might 

reach. So we are looking for a policy and the policy is denoted by pi what the policy does is 

recommends an action for a given state. 

 

So if I say pi of s this is the action recommended by the policy pi for the status. Now one needs 

to remember that the environment is stochastic so each time I have a given policy that is 

executed there can be different environment histories and the quality of a policy that I need to 

actually evaluate is determined by the expected utility of the possible environment histories that 

are generated by that policy. 
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And finally I have what is called an optimal policy that is a policy that would yield the highest 

expected utility. So an optimal policy is denoted by pi star and once pi star is computed for a 

problem then the agent identifying the state s that it is in would consult the optimal policy for the 

next action to execute. So what I am saying is in a sequential decision problem once we have 

somehow arrived at the optimal policy whenever the agent needs to take an action it will consult 

the optimal policy for the next action to execute at the given state. 

 

So here is an example of the optimal policy for the problem that we were discussing. Now this is 

under a reward that is 0.04 for all non terminal states. Now one thing that I want to make explicit 



here is the point that if you look at 3, 1 even if the shortest path to the goal is about going here 

and getting to +1, the optimal policy here is taking along the route. Now, this is because the cost 

of taking a step in our case is fairly small compared to the penalty of ending up here by accident. 

 

And therefore the optimal policy that I have is about taking a longer route and coming to the goal 

rather than taking a shorter one with the possibility of getting a penalty if I falling here and in 

order to avoid this I rather take along the route in my optimal policy. 
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Once we have the environment the utility function for environment histories or sequence of 

states is computed under 2 methods, one is called the additive rewards. The additive rewards 

method is about summing up the rewards of states that comprises the environment history, the 

other method is called discounted rewards which is about the sum of progressively discounted 

rewards of states that is I have the first state reward. 

 

The second one is multiplied by a discount factor gamma which is a number between 0 and 1 and 

then the next is gamma square RS 2 so on and so forth. Now the closure gamma is to 0 the last 

future rewards count and if you note that when I have gamma = 1 the discounted rewards is same 

as the additive rewards. So this is how I assign utility to state sequences and then let us look at 

utilities for our example problem. 
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So the utilities of the states in our 4 cross 3 world for our non-terminal states we take gamma = 1 

and the reward being - 0.04, we have computed the utilities as shown here, now note that the 

utilities that are closure 2 4 3 are higher because we need fewer steps to reach the exit from these 

states. 
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Having looked at the optimal policy and the utilities of states, now the question is about choosing 

between policies that is how do I rank the policies: the value of a policy is the expected some of 

the discounted rewards obtained where the expectation is taken overall possible state sequences 

that could occur. So pi star that I have is about getting the maximum, so I have many state 



sequences to compare as before we would love to maximize the expected utility when choosing 

the policies. Now value iteration is an algorithm that allows me to compute the optimal policy. 
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The key insight in this algorithm is that the utility of a state is immediate reward + the 

discounted expected utility of next states. So this is what is the key inside of the algorithm of 

value iteration, the basic idea is to calculate the utility of each state and then use the state utilities 

to select an optimal action. 
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So the utility of a state for that matter is the expected utility of the state sequence that might 

follow it. So here we have u the utility of a state s after execution of pi 40 steps, we are interested 



in finding out the expected utility as the sum of the rewards. So, here the rewards is the short-

term reward for being in the state s where as the utility of s is the long-term total reward from s 

onwards. 
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So pi star selects the action that maximizes the expected utility of the subsequence state and the 

Bellman equation defines the utility at a given state as the utility of s + the discounted utility of 

the next step, assuming the optimal action. 
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So for our example problem if I want to evaluate the utility of 1, 1 given the Bellman equation, 

then I have its own reward + the discount factor and then I am looking at the maximum of the 



actions I could either do an up or a left or down or right. Now when we plug in the numbers from 

utilities for the optimal policy that we have discussed before we find that up is the optimal action 

in 1, 1 that is what comes out very clearly for us. 
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So using Bellman equation we can look for n possible states, if there are n possible states then 

there are n Bellman equations one for each step and to compute the n utilities we would love to 

solve simultaneously the n Bellman equations. Now this is problematic, because in the Bellman 

equation the function max is not a linear operator. So what is done is we apply an iterative 

approach and in that approach we replace the equality of the Bellman equation by an assignment. 

 

So use iteration applying Bellman update instead of an equality here I have an assignment now 

and we start with utilities of all states initialized to 0 and approach this iterative process which is 

guaranteed to converge. 
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Another alternative to value iteration to find an optimal policy is the policy iteration. The policy 

iteration searches the policy space, the basic idea is to start with a random policy and calculate 

the utilities based on it if that policy were executed and then calculate a new maximum expected 

utility based on the computed utilities. That is called policy improvement and then iterate until 

the policy does not change. 
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Now so far we were talking of an accessible environment, in an inaccessible environment the 

percept does not provide enough information to determine the state or the associated transition 

probabilities, such problems are called partially observable Markov decision problems. So the 



Markov property does not hold for percepts as opposed to states and the next percept does not 

depend just on the current percept and the action taken. 

 

So methods used for Markov decision problems are not directly applicable to partially 

observable Markov decision problems. 
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The correct approach for partially observable Markov decision problems is actually to calculate a 

probability distribution over the possible states given all previous percepts and to base decision 

on this distribution. Now this seems simple enough but it is not, because in partially observable 

Markov decision problems calculating the utility of an action in a state is made difficult by the 

fact that the actions will cause the agent to obtain new percepts. 

 

Then this will again change the agents belief to change in complex ways and therefore we can 

see that partially observable Markov decision problems include value of information that we 

have discussed when we were talking of reasoning under uncertainty as a component of the 

decision problem. Now the standard method of solving a partially observable Markov decision 

problem is to construct a new Markov decision problem in which this probability distribution 

plays the role of the state variable. 
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However the resulting Markov decision problem is not easy to solve, this is because the state 

space is characterized by real valued probabilities and this makes it infinite. Exact solution 

methods for partially observable Markov decision problems required some fairly advanced tools 

and is beyond the scope of this fundamental course on artificial intelligence. Instead of exact 

solutions what one can often obtain is a good approximation using limited look-ahead as we had 

done while we were discussing game-playing. 

 

Now we shall revisit decision networks and see how this approach can be realized for partially 

observable Markov decision problems, thank you very much. 


