Advanced Matrix Theory and Linear Algebra for Engineers
Prof. R. Vittal Rao
Centre for Electronics Design and Technology
Indian Institute of Science, Bangalore

Lecture No. # 24
Inner product and Orthogonality - Part 3
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In the last lecture, we introduced the notion of an orthonormal basis. And we looked at
the expansion in terms of an orthonormal basis. We found that, if we start with R k and
we have any orthonormal basis phi 1, phi 2, phi k an orthonormal basis for R k then, we
have the following result. One, any vector x in R k has this expansion x comma phi j phi
J, where you recall that x comma phi j denotes the inner product which is same as phi j
transpose x and this is true for every x in R k. And this is called the Fourier expansion of

X with respect to the orthonormal basis B.
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Then we found that, the inner product x comma y is summation j equal to 1 to k x
comma phi j y comma phi j for every x y in R Kk, and this was called the Plancheral’s
formula. Then we had for the length, the identity that (()) x square which is x comma x
which you put y equal to x above, we get j equal to 1 to k x phi j square for every x in R
K.
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Now, let us look at an example to illustrate all these facts. Let us, take R 3 and let us take

B to be the basis phi 1, phi 2, phi 3, where phi 1 is the vector 1 by square root of 2 into 1



1 0, phi 2 is the vector 1 by square root of 2 into 1 minus 1 0, and phi 3 is the vector 0 0
1. We have seen that, this is an orthonormal basis for B. So, this is orthonormal basis for
R 3. So, let us look at this Fourier expansion and Plancheral’s formula and Parseval’s

identity.
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Now, we have take any vector x equal to x 1 x 2 x 3 in R k. So, look at any vector x in R
k, we have x phi 1 which is the dot product of x with phi 1, which is 1 by root 2 into x 1
plus x 2 and since the third factor the co efficient here is O, there is no contribution.
Similarly, x phi 2 is 1 by square root of 2 into x 1 minus x 2. And x phi 3 is x 3. So, we

have these three Fourier coefficients.
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Hence, x must be equal to x phi 1 phi 1 plus x phi 2 phi 2 plus x phi 3 phi 3, let us check
whether this is true. The right hand side is, x phi 1 which is 1 by square root of 2 into x 1
plus x 2 which we obtained here into phi 1, phi 1 was 1 by square root of 2 into 110
plus x phi 2 which we have here, if you substitute that, we get 1 by root 2 into x 1 minus
X 2 into phi 2 is 1 by root 2 into 1 minus 1 0 plus x 3, x phi 3 is x 3 times phi 3 which is 0
01

If we now simplify this, this is nothing but, x 1 plus x 2 by 2 plus x 1 minus x 2 by 2, if
you look at the first components all along and then, x 1 plus x 2 by 2 minus X 1 minus X
2 by 2 and x 3 which is exactly equal to x 1 x 2 x 3, which is x the left hand side. So, this

verifies the Fourier expansion for this vector.
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So, the Fourier expansion of x of x with respect to B is therefore, x is equal to x x
comma phi 1, which is 1 by root 2 into x 1 plus x 2 into phi 1 plus 1 by root 2 into x 1

minus x 2 into phi 2 plus x 3 into phi 3. So, this verifies the Fourier expansion.
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Now, let us look at a vector x and a vector y, then x phi 1 is 1 by root 2 into x 1 plus x 2
as we found above, x phi 2 is 1 by root 2 into x 1 minus x 2 and x phi 3 is x 3, this is
what we found. Similarly we have, y phi 1is 1 by root 2 intoy 1 plusy 2,y phi 2 is 1 by
root2intoy 1 minusy 2,and y phi3isy 3.



So, if we take the product of the corresponding Fourier coefficients we get x phi 1 into y
phi 1 plus x phi 2 into y phi 2 plus x phi 3 into y phi 3, which is equal to x phi 1 is 1 by
root 2 into x 1 plus x 2 into y phi 1 is 1 by root 2 into y 1 minus y 2 plus x phi 2 is 1 by
root 2y 1plusy2x1minusx2into1lbyroot2intoyl1lminusy 2 plusx 3y 3. Now, if
we simplify this, this is nothing but, x 1 plus x 1y 1 plus x 2'y 2 plus x 3 y 3, which was

the inner product of x and y.

So, verifying the Plancheral’s formula. What does the Plancheral’s formula say? That,
the product of the corresponding Fourier coefficients one (Refer Slide Time: 08:06), the
product of the second Fourier coefficient, the product of the third Fourier coefficients,

then they are all added up we must get the inner product and that is what we get here.
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And finally, we have x phi 1 squared plus x phi 2 squared plus x phi 3 squared is equal to
x phi 1 was 1 by root 2 into x 1 plus x 2, so this is x 1 plus x 2 square plus 1 by 2 into x 1

minus x 2 square plus x 3 square.
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And if you simplify this, this is just the x 1 square plus x 2 square plus x 3 square, which
is the length of x square. So, this verifies the fact, the sum of the squares of the Fourier
coefficient is the sum of the the square of the first one, square of the second one, the
square of the third one. If you add the sum of the squares of the Fourier coefficients, we
get the length square and that is verifying the poison’s formula sorry this is called the

Parseval’s identity verifying Parseval’s identity.

So, that is we have the expansion in terms of an orthonormal basis giving rise to easy
ways of computing the inner product, the (()) in terms of the Fourier coefficients as we
would have done normally with the standard harded orthonormal basis. Then at the end

of the last lecture, we raise the following question.
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Supposing | have R k and | have S a linearly independent set in R Kk, then either S is a
basis for R k. And when can this happens, that is when let us say s is the set u 1 or phi 1,
phi 2, phi r, this will happen when R equal to k. Or S can be extended to a basis for R we
have seen this before that, any linearly independent set, if it is not a basis, then we we
can (()) k minus R vector set to get a basis. Now suppose, if it is a basis then which
already a linearly independent set and we we have no problem, if it is not, we have to ((
)) k minus R.
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Now, suppose we start with S an orthonormal set, say S is phi 1, phi 2, phi k phi r.
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Then again because is orthonormal that says, S is linearly independent. Now, if S is
linearly independent as we observed before, either S is a basis that is if r equal to k, but if
it is a basis and since it is already a orthonormal set therefore, S is a orthonormal basis. If

it were not a basis, S can be extended to a basis.

The question arises the extended basis may not be orthonormal and therefore, we ask can
we extend S to a orthonormal basis. So, can we extend S to an orthonormal basis for R Kk,
whenever | said basis | always (()) R k, for R k. Now, we shall investigate this question.
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And as | mentioned, the main technique involved in this is what is known as the Gram-
Schmidt orthonormalization. Before we describe this procedure let us say, what does this
Gram-Schmidt do, what is the goal of this process? The goal of this process is the
following, we are given u r a linearly independent set in R k we are given, we are start

with a linearly independent set in R k. So, this is the starting ingredient.

Now, we must do something with this then we want to produce O S, O stands for
orthonormal, S stands for that you start with this set S. So, O S which we call as phi 1,
phi 2, phi r an orthonormal set of the same size as S, S had R vectors, we want O S also

to have R vectors, but that is not a big deal.
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You wanted to be such that, we want to construct this orthonormal set in such a way that,
certain things happen. One obviously, we would like that whatever subspace that S spans
O S must also span the same subspace such that 1, L S equal to L O S, this is our main
aim. Whatever subspace S spans, the O S must also span the same, what happens then?
Then O S becomes an orthonormal set in S, it spans S and therefore, it will become a
basis for O S. So, this O S orthonormal set in R k.

So, we would like to construct in such a way that, the subspace span by O S is the same
as the subspace span by S and hence, O S will become an orthonormal basis for L S.
Actually the procedure does even more, it does the following. It constructs this vectors
phi 1, phi 2, phi 3, phi r in a recursive manner such that, at each stage for example, at the
first stage will construct phi 1, and phi 1 will generate the same subspaces u 1 then at the
second stage, we will got phi 2. And the phi 1 and phi 2 will generate the same subspaces
ulandu 2 itwill goon step wise and at the end L Swill be L O S.

So, it does the following, L of let us denote S j O S let us use a certain convenient
notation before we state this. Let us, take Sjtobe u 1, u 2, ujwe hadr vectorsu 1, u 2,
u r out of these we are selecting the first j vectors. So, the j has to be something between
landr.

Then correspondingly, we will construct O S j, which is phi 1, phi 2, phi j that is the first
] vectors that we construct orthonormal such that, the space span by S j is the same as the



space span by O S j. So, that at the end when j equal to r, S j will become S, O S j will
become O S and L S will be equal to O S. So, when jequal torwe getSjequalto S, 0 S

jisequal to O Sand L S equal to L O S. So, this is the goal of this Gram-Schmidt
process.
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At each stage, it produces orthonormal set, which sweeps the vector space or the

subspace span by all those vectors in the (()) up to that stage. So, let us now describe the
procedure.
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So, the G S procedure the Gram-Schmidt we will denote it by G S. The Gram-Schmidt
orthonormalization procedure goes as follows. As we said, our aim is to eventually get
an orthonormal set. So, there are two things involve, one is we have to get

orthogonalization and then, we have to get a normalization.

The first stage is to get the orthogonalization done, so the first stage is to get
orthogonalization and then, once we get orthogonalization; the next step will be to do
normalization by just dividing by the length. So, we have the set Su 1, u 2, urour job is
we now find v 1, v 2, v r such that, vi comma v j is equal to 0, if i not equal to j that is,
they are orthogonal to each other. That is what is meant by saying getting the

orthogonalization.
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And the space span by u 1, u 2, u j the first j vectors is the same at the space span by v 1,
v 2, v ] and this is true for j equal to 1, 2, up to r. So, now we are not worried about
normalization, we have only worried about orthogonalization. So, at the stage when |
equal to r when the process ends, we would have got an orthogonal basis for thisv 1, v 2,

v r will form an orthogonal basis for L S.

The way to get thisv 1, v 2, v r is what we will describe now. So, we getv 1,v2,vras
follows. We first define v 1 to be just u 1 that is the first term we start with the first given
vector, then we find the length of v 1 square which is v 1 comma v 1, which is the same

asulcommau l. So,sincev 1isulisgivento us, we know v 1.
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The next step is to given to go to v 2, the v 2 we now use the u 2 information, if you look
at a bit geometrically we have u 1 here and u 2 here (Refer Slide Time: 20:41). Now, the
u 2 may be sort of as having two pieces of information, one which is along the direction
of u 1, the other one perpendicular to that. So, the u 2 is made up of this vector and this

vector.

And since, we already have the u 1 direction under control with our v 1, we have to only
worry about producing this orthogonal direction u 2 for that, from v 1 we must subtract
this projection and that is obtained as follows. You start with u 2 from that, the
subtraction of this projection is given by you take the inner product of u 2 with v 1 and

divide it by v 1 square that unit vector in that direction.

Now see, what happens, we can divide by v 1 we must be very careful that the
denominator is not 0. So, the denominator is not O requires that, v 1 is not the zero
vector. Now v 1, if v 1 at the zero vector that would mean that, the u 1 is the zero vector,
but u 1 cannot be zero vector, because we are assuming u 1, u 2, u r are linearly

independent. So, this is perfectly well defined.

And the note now, if you take the inner product of v 2 and v 1 it is 0, because then that
was therefore, that v 2 and v 1 are orthogonal to each other. Now, having obtained v 2
we find the length of v 2 square, now we have got v 1 and 2 are orthogonal and we

observe that anything that can be written as u in terms of u 1 and u 2 as a linear



combination can also be written as a linear combination of v 1 and v 2, because u 1 can

be written in terms of v 1 and u 2 can be written in terms of v 1 and v 2.

So, we have v 1, v 2 can be written as a linear combination of u 1, u 2. And u 1, u 2 can
be written as a linear combination of v 1, v 2. Therefore, L u 1 u 2 the space span by u 1,
u 2 is the same as space span by v 1, v 2. Now therefore, once we know v 1, we have the

definition for v 2. Now, we define recursively.
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Suppose, we have define v 1, v 2, v j minus 1 then we define v j as follows; v j for v 1 we
started with u 1, for v 2 we started with u 2, for v j you start with u j and then, you have

to subtract all the information along the projections of the previous directions.

So, that is obtained by taking i equal to 1 to j minus 1 all the previous stages, take the
vector u j look at this projection along v j sorry v i the previous direction (Refer Slide
Time: 24:38), and subtract it, then look at the unit vector in that direction. This is how v j
is defined for once we know all the previous (()). Again you know that this will not be 0

and you get the orthonormal orthogonal vectors.
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So, the the general procedure therefore is v 1 is defined as u 1 for j greater than or equal
to 2, it is defined as i equal to 1 to j minus 1 u j v i v i by length v i square for j greater
than or equal to 2. So, once we know v 1 we know v 2; and once we know v 1, v 2 we
know v 1, v 2, v 3; and once we know v 1, v 2, v 3 we know v 4 and we go on
recursively like that. And at the r th stage we get, then v i v j is equal to O for i not equal
to j and the subspace span by u 1, u 2, u j is equal to the subspace span by v 1,v 2, v j

and this is true for any j between | and r.

And in particular, if j equal to k j equal to R we get the subspace span by the set u 1, u 2,
u r that is the original set given to us is the same as the subspace span by v 1, v r. So,
therefore, first we have done the orthogonalization process, we were given linearly
independent vectors u 1, u 2, u r. Recursively, step by step we are produce the sequence
v 1, v 2, v r of vectors which are orthogonal to each other and in such a way, this the

same space at each stage has work by these corresponding use.
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Then the second step in the process is the normalization. We want all these vectors to be

length be let phi j to be v j divided by the length of v j.
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Then phi j is become then O S equal to phi 1, phi 2, phi r is the orthonormal set we are

looking for. What do we, what are we looking for? We want them to the orthonormal set

such that, that is L of u 1, u 2, u j is equal to L of phi 1, phi 2, phi j for 1 less than or

equal to j less than or equal to r.
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And in particular, L of Sis equal to L of O S, so O S becomes an orthonormal basis for
the subspace span (( )). This process is called the Gram-Schmidt orthonormalization
process. Let us, look at one or two examples. Let us, take R 4 and let us take S to be
consisting of this three vectorsu 1, u 2, u 3.

(Refer Slide Time: 28:39)
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Then, where will defineultobe1 111, u2tobelminusl11minusl,u3tobel0

minus 1 0.



(Refer Slide Time: 29:01)

wold Windows Jourmnal
Ma Bl e Deert AcBure Toom  Mep
F I L L
EEEEEEN L =

e
M—L— A - A .
e

ok Wi, Wa Uy ans adnaads

It is easy to verify will leave the as an exercise. It is easy to verify that, S is linearly
independent, since it is a linearly independent set, now we are going to apply G S state,
the Gram-Schmidt operation to this. Now, what is the first stage of the Gram-Schmidt, it
is orthogonalization, now if you notice that u 1, u 2, u 3 are orthogonal. So, the first step

of G S is orthogonalization.

But, we note that u 1, u 2, u 3 are orthogonal are already, orthogonal to each other, why
is it so. If you take the dot product of u 1 with u 2, we get 1 minus 1 plus 1 minus 1
which is 0. Similarly, dot product u 1 with u 3 is 0, and the dot product of u 2 with u 3 is

0, so pair wise they are all orthogonal to each other.

So, the Gram-Schmidt process we will simply produce B 1 equal tou 1, v 2 equal to v 2,
v 3 equal to u 3, because they are already orthogonal set. So, the G S will give v 1 equal
toul, v 2equal tou 2, v3equal to u 3 check, actually it is work carrying out the Gram-
Schmidt expressions explicitly and see that, you get v 1 equaltou 1,v 2 equal tou 2, v 3

equal to u 3.
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So, the second step is the only thing that has to be done in this case, because they are
already orthogonal. Second step involves dividing by the length of the vector. So, phi 1
is v 1 by length of v 1, phi 2 is v 2 by length of v 2 and phi 3 is v 3 by length of v 3.
Now, the length of v 1 is, length of v 1 square is 4, so the length of u 1 is 2; length of u 2
square is 4, so the length of u 2 is 2; length of u 3 square is 2, so the length of u 3 is 2.

So, this is going to be equal to v 1 by 2, phi 2 is v 2 by 2 phi 3 is v 3 by root 2. And
therefore, we getphilaslby2into1111,phi2islby2intov2is1minusl1minus
1 and phi 3is1byroot2v3is10minus10.So, we have got this O S, the O S required
in this case is phi 1, phi 2, phi 3. In this case, the Gram-Schmidt process was simple,

because the vectors were already orthogonal to each other.
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Let us look at another example. Let us take again R 4 and let us take the set Stobe u 1, u
2,u3,whereulis1111,u2is1110,u3is1100.Now we see that, these vectors
are not orthogonal and therefore, the Gram-Schmidt process will change to produce v 1,
v 2, v 3. Check that, S is linearly independent, this easy to check that S is linearly
independent, you take alpha 1 u 1 plus alpha 2 u 2 plus alpha 3 u 3 equal to zero vector

and so all the coefficients must be 0.
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So, we will assume that this checking has been done, since it is a linearly independent
vector set, we can apply the Gram-Schmidt rule. So, what is the step one, in the step one
is the orthogonalization process, we are going to look at v 1, v 2, v 3 we first are going to
definev 1 asu 1l whichis1 111 in the calculation we are going to use the norm, so we

will take the length of v 1 square is 4.

In the second, we will have to calculate v 2 we calculate the v 2 we start with u 2 and
from that, we subtract the v 1 information, the v 1 information in u 2 is given by u 2

commav 1intov 1bynorm v 1 square.

Let us substitute u 2 was 1 minus 1 1 minus 1 you can recall that, u 2 I am sorry u 2 has 1
11 0 let us substitute the correct values, u 2 has 1 1 1 0 minus u 2 comma v 1 this vector
u 2 must be inner product with v 1, we get 1 into 1 plus 1 into 1 plus 1 into 1 plus O into
1, so that is 3 then divided by norm v 2 square which is 4 intov 1, whichis 111 1. If we
now simplify that, that is just 1 by 4, 1 by 4, 1 by 4, minus 3 by 4 or we can write it as, 1
by 4into 1 1 1 minus 3, so thatismy v 2.

(Refer Slide Time: 35:34)
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And since | would meet the length calculations | will write length of v 2 square is 1 by
16 the component square it will be 12 by 16, which is 3 by 4, (()) square plus 1 square
plus 1 square plus 3 square that will give me a 12, there is a denominator square which is
4 square 16. So, | will get 12 by 16 which is 3 by 4.
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The next one is to calculate v 3. How do we calculate v 3 from u 3, we may subtract v 1
information, and also v 2 information that is the projections basically. Now let us say,
what isu 3 was 1 1 0 0 and the dot product of u 3 with v 1 is 1 into 1 plus 1 into 1 the
remaining components of u 3 are 0, so that is just 2 divided by the length of v 1 square

whichwas 4 intov 1 minusu3v2,v2isthis vectorandu 3is11.

So, it will be 1 plus 1 2 by 4, because each component is there 1 by 4. So, it will be 2 by
4 divided by norm v 2 square, which is 3 by 4 we have here into v 2 which is 1 by 4 into
111 minus 3. So, 1 1 0 0 minus half, half, half and half minus there is a (()) becomes 1
by 6 into 1 1 1 minus 3.
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When we simplify this, we eventually can write this as 1 minus half minus 1 6 1 minus
half minus 1 6 and then minus half minus 1 6 and then minus half plus 2 minus half 12
plus half and that simplifies to 1 by 3 into 1 1 minus 2 0, so that is what v 3 is. So,
having got v 3 will calculate norm v 3 square, which is 1 plus 1 2 6 by 9, norm v 3

square.

So, now the process stops here orthogonalization process, because we started with three
vectors u 1, u 2 and u 3. So, we have to produce v 1, v 2 and v 3. So, we have produced v
1, we have produced v 2 and we have produced v 3. So, that the orthogonalization

process.
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And the second step is the normalization process. In the normalization process, all we
have to do is divide v 1 by its length, v 2 by its length, v 3 by its length. So, we define
phi 1 as v 1 by norm v 1, phi 2 as v 2 by norm v 2 and phi 3 by v 3 by norm v 3, when
we do that we get phi 1tobe 1 by2into111 1.

We have all this information above, we have calculated v 1, we have calculated norm v
1, we have calculated v 2, norm v 2, v 3 and norm v 3. If we substitute all that, we get
phi 2 to be 1 1 1 minus 3 and phi 3 to be 1 by root 6 into 1 1 minus 2 0. So, this is the

Gram-Schmidt orthonormalization process with the given vectors.
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Then, we will have L of phi 1 will be equal to L of u 1, L of phi 2 the space span by | am
sorry the space span by phi 1 and phi 2 will be the same as the space span by u 1 and u 2
(Refer Slide Time: 40:20). And finally, L of phi 1, phi 2, and phi 3 will be the same as
the space span by u 1, u 2, u 3; and therefore, phi 1, phi 2, phi 3 is an orthonormal basis
for L of S.

So thus, given any linearly independent set by using the Gram-Schmidt process we can
extract an orthonormal basis for the subspace span by these given set of vectors, we will
be using this repeatedly.
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Before, we actually put this thing into action we will now look at an important concept of
orthogonal complement of a subspace then, we will see how this Gram-Schmidt comes
into the picture. Before that, let us make one small (()) what does what does this mean to
us, this means to us that whenever you produce a linearly independent set whenever you
have a linearly independent set, you can always convert that into an orthonormal set

producing the same space.
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So, what is a consequence of this, let us immediately look at a consequence of this. Now
suppose, | have R k and I have a linearly | have a say even it is an orthonormal set (())
we have an orthonormal set; now either S is our basis when does that happen? If S is phi
1, phi 2, phi r this will happen when r equal to k.

So, suppose have an orthonormal set, if r equal to k then automatically it is a basis,
because there are k vectors and they are linearly independent, because every orthonormal
set is linearly independent; and therefore, since it is a basis and it is already orthonormal
it is an orthonormal basis for R k.

So, given an orthonormal set, either it is a basis or it can be extended to a basis (()) that
we can extend it to a basis, because it is a linearly independent set, any orthonormal set is
a linearly independent set and any linearly independent set can be extended to a basis.
So, it can be extended to a basis, let us call this as phi 1, phi 2, and phi r.

How can we extend it to a basis for R k? We can extend it to a basis for R k by
appending an (( )) number of vectors. How do we append? We already have r vectors,
the dimension is k. So, we have to append k minus r vectors, let us call them as psi 1, psi
2, psi k minus r, where psi 1, psi 2, psi k minus r belong to R k minus L S and linearly
independent. So, we have extended the given orthonormal set to basis for R k, but this
basis may not be an orthonormal basis. What do we do next we apply G S to B the
Gram-Schmidt.
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We can apply the Gram-Schmidt to B, because these linearly independent we usually
apply the Gram-Schmidt operation to a linearly independent set, since B is a basis for R
k, it is a linearly independent set. So, we can apply the Gram-Schmidt operation to B,
when we do the Gram-Schmidt operation we go on doing orthogonalization and
normalization, but the first r vectors are already orthogonal and normal. So, the Gram-
Schmidt operation will do nothing to them, and (( )) the later stages it will come into
action to orthogonalize and normalize the psi vectors. So, it will orthonormalize and will

give as a O B will retain this phi 1, phi 2, phi r, because they are already orthonormal.

And now, give us phi r plus 1 phi k such that, L O B is the same as L B that is what the
Gram-Schmidt does, but L B is R k because, B is a basis for R k. And therefore, O B
spans R Kk, it is orthonormal. Any orthonormal set which spans is an orthonormal basis,
so O B is an orthonormal basis for R k. And you observe now that, that is an extension of
phi 1, phi 2, phi r it is an extension of S, the given the set we started with was this, we

have now extended by adding this, so it is an extension of S.
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So, conclusion any orthonormal set in R Kk is either a basis in fact, (()) once it is a basis,
it is an orthonormal basis, either an orthonormal basis or can be extended to an
orthonormal basis. This is the question we raised earlier that, whether any orthonormal
set can be extended to an orthonormal basis, we have answered that question in the

affirmative now that any orthonormal set can be extended to an orthonormal basis.
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We now introduce a important concept called orthogonal compliment and we will see,
how we use this idea of extending an orthonormal set to an orthonormal basis. This idea
of orthogonal compliment is essentially to extend the Pythagorean geometry in two
dimensions to this general set of R k, so we get many results analogous to the Pythagoras
theorem. The Pythagoras theorem involves orthogonality and therefore, once we have
this orthogonality concept, we can try to look at this Pythagorean property. So, we have
R k and let W be a sub space of R k.
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So, we have this big space R k and in that big space, we have taken a sub space W. Now,
what we do is, we look at all those vectors which are perp, this is the W, we look at all
those vectors which are perpendicular to W. So, we denote that by W, so let W perp
denote the collection of all vectors in R k, which are orthogonal to all the vectors in W.
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So, let us write this in a mathematical notation. So, W perp consists of all those vectors,
the collection of all vectors in R k which are such that, they must be orthogonal, so x W
must be equal to 0 for what, for all those w which belong to W. So, it is the collection of
all vectors, which are orthogonal to those w which belong to W. So, this is called

orthogonal compliment of W this is called the orthogonal complement of W.

Now, first of all is there any vector at all that is orthogonal to all the vectors in W,
because we want to make sure, there is something in W perp or not. Now, clearly the
zero vectors is orthogonal to all the vectors and hence in particular, it is orthogonal to all

the vectors in W and hence it belongs to W perp.

So, we observe the following. one of course, W perp consists of vectors in R k, so it is a
subset of R k; whenever you have a subset of R k we wonder whether it is subspace and
that is what we are going to investigate, so is W perp a sub space of R k. Now, you may
recall that in order to check whether something is a sub space we must make sure it is

non empty, we must make sure is closed under addition; we must make sure it is closed



under scalar multiplication. So, first thing is theta k is orthogonal to all vectors in W in R

k therefore, theta k is orthogonal to all vectors in W, because W is a part of R k.

(Refer Slide Time: 51:31)

Locturodd  Winidows Journal
P Bl Ve St ditos Tk neD
;.‘/v .-.-/'J,‘h.
EEEEEEN
TR T

. gke L'\!‘L

’L‘. w o mensmit)
i) Ky e S (=

PR |
g W eviJ

=) (x,w) + (4 =0

=) (1»:‘;},W> =P

=) xrpew
{,\jlw clred, tunde A_U-'dj‘-“"‘

Therefore, theta k belongs to W perp and therefore, W perp is non empty. So, there is
something in W perp (()) zero vectors belongs to W perp. So, we have a non empty set,
next we have to check whether it is closed under addition. So, suppose x and y belong to
W perp. What does that mean, x belongs to W perp means x is orthogonal to all the
vectors in W and y belongs to W perp means y is orthogonal to all the vectors in W.
Therefore, x comma W is 0, the inner product of x with W is 0 and the inner product of y
with W is equal to 0.

Now therefore, if 1 add (()), 1 get 0, so x w plus y w is equal to 0, but the inner product is
(()). So, this is the same as x plus y and w, because x plus y w is x comma w plus y
comma w and that is 0. This means x plus y is orthogonal to W and therefore, x plus y

belongs to W, thus W perp is closed under addition, it is closed under addition.
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And we have to look at closer under scalar multiplication, x belongs to W perp alpha is
any scalar; now the x belongs to W perp means x w equal to 0 for every w in W and we
are given alpha is R. Now, if I multiply 0 by alpha I am going to get 0, so alpha x w is
equal to O for every W, but the inner product the scalar constants are the numbers can be
pulled and out of the inner product. So, it can be written as alpha x w is the same as the
alpha x w and alpha x w 0 from previous (( )). So, that says alpha x is orthogonal to for

every w in W and therefore, alpha x belongs to W perp.
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Therefore, W perp is closed under scalar multiplication. So, W perp from 1 to 3 what do
we get, first one was non empty, second one was closed under addition, third one was
closed under scalar multiplication. So, W perp is a non empty subset of R k, which is
closed under addition and scalar multiplication and therefore, W perp is also a subspace
of R k. So, we are started with a subspace of R k and we have constructed another

subspace which is orthogonal subspace all the vectors there are orthogonal to this.
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Let us look at geometrically a simple example of this. Let us, take R 3 this is what we
normally call as an x y z axis, let us say W is the x y plane. Now, what are the vectors
which are perpendicular to all the vectors in W then we get the z axis. So, the W perp is

the z axis in this case.



