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Hello, welcome to the course EXCELing with Mathematical Modeling. 

 

Today, we will be discussing about the stability of a system. 

 

We will start with the equilibrium solution and then we will move up to the stability of the system. 

 

What do you mean by an equilibrium solution or a steady state solution? 

 

So, if we consider a system of n nonlinear autonomous differential equation, by autonomous we 

mean that your differential equation  

 
𝑑𝑥

𝑑𝑡
= 𝑓(𝑥̅), 

 

where 𝑥̅ = (𝑥1,, 𝑥2, 𝑥3 … … , 𝑥𝑛)𝑇 , and 𝑓(𝑥̅) = (𝑓1(𝑥̅), 𝑓2(𝑥̅), 𝑓3(𝑥̅), … . , 𝑓𝑛(𝑥̅))𝑇. 

 

this side will not contain explicitly the function of time. 

 

 

That means it will be  
𝑑𝑥

𝑑𝑡
= 𝑓(𝑥̅), 

 

but I cannot put any function of time here. 

 

So that is it is an autonomous system. 

 

So we consider an autonomous system and we define that the steady state solution or equilibrium 

solution or critical point, there is another name fixed point, by all these we mean that the solution 

of the system when the value of this x does not change with time, and what does that mean? If 

your x does not change with time, obviously your 

 
𝑑𝑥

𝑑𝑡
= 0 = 𝑓(𝑥∗). 

 

So we put the right hand side equal to zero and we calculate our steady state solution or 

equilibrium solution or critical point or fixed point. 

 

So if you have  



𝑑𝑥

𝑑𝑡
= 𝑓(𝑥), 

  

because it is an autonomous system to find the steady state solution, all you have to do is put  

 
𝑑𝑥

𝑑𝑡
= 𝑓(𝑥) = 0 

 

and calculate that value of x for which this equation gives a zero solution. 

 

If that value of 𝑥 = 𝑥∗, which we called a steady state solution or fixed point or equilibrium point, 

then at this point 𝑓(𝑥∗) = 0 and this happens because from the definition where there is no 

change in the solution as you vary x. Let us take an example. 

 

So, if you want to find the steady state solution of 

 
𝑑𝑥

𝑑𝑡
= 𝑥2 − 9. 

 

So, as told before all you have to do is, the steady state solution is obtained when your  

 
𝑑𝑥

𝑑𝑡
= 0 ⟹ 𝑥2 − 9 ⟹ 𝑥 = ±3. 

So,  

𝑥 = −3 
and  

𝑥 = 3 
 

are your steady state solutions or fixed points or critical points. 

 

We move to our second example. 

 

You have to find the equilibrium solution of  

 
𝑑𝑥

𝑑𝑡
= −𝑥3 + 3𝑥2 − 2𝑥. 

. 

As we have previously done, we take  

 
𝑑𝑥

𝑑𝑡
= 0 ⟹ −𝑥3 + 3𝑥2 − 2𝑥 = 0 

 

⟹ 𝑥 (−𝑥2 + 3𝑥 − 2) = 0 
So, 

𝑥 = 0 and − 𝑥2 + 3𝑥 − 2 = 0 
 

and if you factorize them, it is  

(𝑥 − 1)(𝑥 − 2) = 0 
. 

So you have your equilibrium solutions to be  𝑥 = 0, 1, 2. 



So I guess it is very much clear when we have a single equation and you have to find the steady 

state solution or equilibrium solution, you put 

 
𝑑𝑥

𝑑𝑡
= 0, 

 

and whatever the expression in the right hand side, you take that equal to zero, solve the equation 

and whatever roots you get, those are the equilibrium solutions or steady state solutions or fixed 

points. 

 

Let us take an example where there are no numerical, but we have the parameters like r, k, E, 

these are the parameters here. So, to obtain the critical point of this particular equation, 

 
𝑑𝑥

𝑑𝑡
= 𝑟𝑥 (1 −

𝑥

𝑘
) − 𝐸𝑥, 

 

it is the same, we now put 
𝑑𝑥

𝑑𝑡
= 0 ⟹  𝑟𝑥 (1 −

𝑥

𝑘
) − 𝐸𝑥 = 0 

So, 

𝑥(𝑟 (1 −
𝑥

𝑘
) − 𝐸) = 0. 

One of the solution is  

𝑥 = 0, 
 

and to solve the other one, you just take  

 

𝑟 (1 −
𝑥

𝑘
) − 𝐸 = 0 ⟹ 1 −

𝑥

𝑘
=

𝐸

𝑟
 

 

⟹
𝑥

𝑘
= 1 −

𝐸

𝑟
  ⟹ 𝑥 = 𝑘 (

𝑟 − 𝐸

𝑟
) 

 

Sometimes in the book you will see that the notation is 𝑥∗ because we denote the equilibrium 

solutions with 𝑥∗. Actually, it is the value of x for which you are getting the equilibrium solution 

and the notation is 𝑥∗. 

 

Now, if your equation, this equation, right now it is just a differential equation, but when you will 

be doing the modeling, this will have some specific meaning, this may represent a population. 

 

So, if it represents a population, then we have always the positive values. So, either it is a zero 

value or we have positive value, we cannot have a negative value. 

 

In that case you have to take care of this equilibrium solution that so that this becomes positive. 

 

If such is the case where your differential equation represents some cells or some population, in 

that case your equilibrium solution has to be positive and for that you must have  

 

𝑘 (
𝑟 − 𝐸

𝑟
) > 0 ⟹ 𝑟 − 𝐸 > 0 ⟹ 𝑟 > 𝐸. 



So, this is the condition which you have to mention such that your critical point or your 

equilibrium solution is positive, and this happens only when you know that your model will give 

you a positive solution only and it cannot give a negative solution. 

 

Let us now take two equations. So, if you want to find the equilibrium solution of two equations, 

 
𝑑𝑥

𝑑𝑡
= 𝑥 − 𝑦,

𝑑𝑦

𝑑𝑡
= 1 − 𝑥𝑦2, 

 

So, let me put in the form (𝑥∗, 𝑦∗).  So, if (𝑥∗, 𝑦∗) is the equilibrium solution and to find them 

you have to put  
𝑑𝑥

𝑑𝑡
= 0,

𝑑𝑦

𝑑𝑡
= 0 

 

Now, if  
𝑑𝑥

𝑑𝑡
= 0 ⟹ 𝑥 − 𝑦 = 0, 

 

and  
𝑑𝑦

𝑑𝑡
= 0 ⟹ 1 − 𝑥𝑦2 = 0. 

 

⟹ 𝑥 = 𝑦   and   𝑥 𝑦2 = 1  
 

And since 𝑥 = 𝑦 or 𝑦 = 𝑥, you substitute it here 𝑥𝑦2 = 1, So, I put 𝑦 = 𝑥 and this will imply  

 

𝑥𝑥2 = 1 ⟹ 𝑥3 = 1 
 

So, one of the solution is  

𝑥 = 1, 
 

which you can already see, otherwise you take it to the right hand side put them equal to zero, 

factorize them  

(𝑥 − 1)(𝑥2 + 𝑥 + 1) = 0 

and this will give you  

𝑥 = 1. 
And if you put  

(𝑥2 + 𝑥 + 1) = 0, 
 

and try to find the solution (𝑥2 + 𝑥 + 1) = 0, we use  

 

𝑥 = −
1

2
±

√1 − 4

2
 ⟹ 𝑥 = −

1

2
±

𝑖 √3

2
. 

 

 

So, this will give you an imaginary solution and hence  𝑥 = 1, is the only real solution here and 

since 𝑥 = 1  and 𝑥 = 𝑦, we have 𝑦 = 1.  
 

So, (1,1) is your steady state solution here or equilibrium solution. 

 



We take another example  
𝑑𝑥

𝑑𝑡
= 𝑎 𝑥 − 𝑏𝑥𝑦,

𝑑𝑦

𝑑𝑡
= −𝑐𝑦 + 𝑑𝑥𝑦, 

 

where we have instead of numerical we have put x and y, sorry, the parameters a, b, c and d. As 

defined before our equilibrium solution will be  

 
𝑑𝑥

𝑑𝑡
= 0 

which will give us 

 

𝑎 𝑥 − 𝑏𝑥𝑦 = 0, 
which gives us  

𝑥(𝑎 − 𝑏𝑦) = 0, 
which gives  

𝑥 = 0   and  𝑦 =
𝑎

𝑏
. 

 

In the similar manner we put  
𝑑𝑦

𝑑𝑡
= 0, 

which gives 

−𝑐𝑦 + 𝑑𝑥𝑦 = 0 ⇒  𝑦(−𝑐 + 𝑑𝑥) = 0 
 

⇒  𝑦 = 0   and   𝑥 =
𝑐

𝑑
 

 

Now, how to choose the combinations here? Let me explain it in two ways. 

 

The very first is here 𝑥 = 0. So, you put it in the second equation like this one and see what you 

get. So, if I put x = 0 in −𝑐𝑦 + 𝑑𝑥𝑦 = 0, I get  

 

−𝑐𝑦 + 0 = 0 ⟹ 𝑦 = 0. 
 

So, I have, when 𝑥 = 0 from this, I got from the first equation, I put it in the second equation, 

and I calculate the value of y which is y = 0. 

 

So, clearly (0,0) is one of the fixed point or steady state solution or equilibrium solution. 

 

 

Now, you put 𝑦 =
𝑎

𝑏
 , you can see here the computation is 𝑥 =

𝑐

𝑑
 .  So, another solution is  

 

(
𝑐

𝑑
,
𝑎

𝑏
) 

 

Well how do you get that? 

 

So if I put  

𝑦 =
𝑎

𝑏
    in    𝑦(−𝑐 + 𝑑𝑥) = 0, 



 I get 
𝑎

𝑏
(−𝑐 + 𝑑𝑥) = 0, as    

𝑎

𝑏
≠ 0, ⇒  𝑥 =

𝑐

𝑑
  . 

 

So,  

(𝑥∗, 𝑦∗) = (
𝑐

𝑑
,
𝑎

𝑏
). 

 

Now, there is another way to check. There is a common mistake that people take it as a 

combination like (0, 0), (x, 0), (0, y) that (
𝑐

𝑑
,

𝑎

𝑏
). So, all four combinations, they try to take. 

 

So, you have (0, 0), you have (𝑥∗, 0), you have (0, 𝑦∗) and you have (𝑥∗, 𝑦∗). These are all 

possible computations of the equilibrium solution that you make it. 

 

So, another way to check is that you just put this value here and see whether it is satisfying or 

not. 

 

So if I put this value (0,0) in  

 
𝑑𝑥

𝑑𝑡
= 𝑎 𝑥 − 𝑏𝑥𝑦,

𝑑𝑦

𝑑𝑡
= −𝑐𝑦 + 𝑑𝑥𝑦, 

 

 this satisfies. So clearly this is a steady state solution. 

 

Now, I put (𝑥∗, 0).  So if I put (𝑥∗, 0), here what I will get 𝑎𝑥∗ − 𝑏𝑥∗ × 0 = 0, so, I get 𝑎𝑥∗ = 0, 

 since 𝑎 ≠ 0,  my only conclusion is 𝑥∗ = 0. Since 𝑥∗ = 0, this becomes actually (0,0). So, there 

is does not exist any non-zero 𝑥∗ such that I get the solution to be (𝑥∗, 0). Hence this cannot be a 

solution because we already have (0,0). 

 

Similarly, you put (0, 𝑦∗). So, if I put (0, 𝑦∗) here, this gives me zero, but from here I get 

 

−𝑐𝑦∗ + 𝑑 × 0 × 𝑦∗ = 0  ⟹   −𝑐𝑦∗ = 0 ⟹   𝑦∗ = 0. 
 

So, again there does not exist any non-zero 𝑦∗ for which we have (0, 𝑦∗)   as a solution and hence 

this would not be the solution. 

 

And the next thing is you put (𝑥∗, 𝑦∗) where both 𝑥∗ and 𝑦∗ are non-zeros and you will be 

getting this particular solution,  

(𝑥∗, 𝑦∗) = (
𝑐

𝑑
,
𝑎

𝑏
). 

 

So, there is another way of checking that how many equilibrium solutions there will be and you 

get the solution. 

 

We now look into the stability of the system. So, what do you mean by the stability? 

 

So, in a very layman language, if there is an object and then you give a small push, if it comes 

back to its original position, we say the system is stable. 

 

If it does not come back, we say the system is unstable. 



Let us look at this small animation. 

 

So, you can see this plane is moving and there is turbulence. 

 

So if the plane it comes back to its original position then we say that the system is stable whereas 

if it flips back and does not comes back then it is unstable. 

 

Let us look in the another example. 

 

As you can see this ant, it gives a small push to this board attached and it just oscillates a little, 

and then comes back to its original position. 

 

The same thing happens with the ball, it gives a small push, it oscillates and comes back to the 

original position. So, this is what we call a stable equilibrium. 

 

There is another called neutral equilibrium that the system was already in equilibrium, it is given 

a small push, it moves back to a new position, but then still it is stable. 

 

You can see in this ball, if it gives a small push it moves back but in that position also it is stable. 

So that is called a neutral equilibrium. 

 

And the unstable one, when the ant gives a push, so from the original position it moves back to 

another position, it cannot come back to its original position, the same happens with the ball, it 

is pushed, it moves back. 

 

Another common example is that you can consider a cone which is an example of stable 

equilibrium. If you give a small push, it will come back to its original position. This is a stable 

equilibrium. 

                                                                   
 

If I consider an inverted cone, and if I give a small push obviously it will fall down and it will 

not come back to its original position. So this is an unstable equilibrium.  

 

                                                                       
 

And, the neutral one is you consider the cone like this. So if you just roll it, it will move to another 

position somewhere here, but it is still in the same position but in a different place. So, this is 

called a neutral stability. 

                                                                  



Let us now look it into the definition of stability mathematically. So, I consider the system  

 
𝑑𝑥

𝑑𝑡
= 𝑃(𝑥, 𝑦),

𝑑𝑦

𝑑𝑡
= 𝑄(𝑥, 𝑦). 

  

So, I assume that (0,0) is the fixed point and let C be the path that is found by this differential 

equation. 

 

I also define let 𝑥 = 𝑓(𝑡) and 𝑦 = 𝑔(𝑡) be the parametric solution of this differential equation, 

and I define  

𝐷(𝑡) = √(𝑓(𝑡))2 + (𝑔(𝑡))2 

 

 which means that the distance of (𝑓(𝑡), 𝑔(𝑡)) from the origin. 

 

Now let us see the definition. It says that the critical point (0,0) is stable,  if for every 𝜀 > 0, 
there exist a 𝛿 > 0, such that every path C for which  

 

𝐷(𝑡0) < 𝛿 

 for some 𝑡0, 

                                                               𝐷(𝑡) < 𝜀, for 𝑡 ≥ 𝑡0. 

 

Now this definition somewhat reminds you of the 𝜀- 𝛿 definition of limit. 

 

Let us look into the figure for further clarification. 

 

                                    
 

So, what it says is that there are two circles. 

 

One is this one 𝐷(𝑡0) < 𝛿, circle of radius 𝛿 and 𝐷(𝑡) < 𝜀, which is circle of radius 𝜀. 

 

You start from  𝑡 = 𝑡0, some point which lies inside the circle of radius 𝛿 and then this is the path. 

 

So, what it says is, that if your system is stable then this path C that must lie within this radius 𝜀. 

 

So, if you can find such an 𝜀 and 𝛿 for which this will hold, then you say your system is stable. 



Let me rephrase that again. So, it says that if (0,0) is stable, then every path C, which lies inside 

the circle 𝐾1. So, this is your circle 𝐾1 you have started for 𝑡0. 

 

So, every path C which lies inside this circle 𝐾1  of some radius which is 𝛿 here at time 𝑡 = 𝑡0, 

will remain inside the circle of radius 𝐾2 if it is stable. 

 

                                         
 

 

If it is not stable it may go out of the circle of radius 𝐾2. 

 

So if you can find such 𝛿 and such 𝜀 for this what which this will hold, we say your system is 

stable. 

 

There is another word which you will be finding that is asymptotically stable. 

 

Now what is that mean and how it differs from the stability of the system? 

 

So, by asymptotically stable, it is much stronger, it is stronger than the stability, it means that the 

system has to be stable, that is, all the properties that is here need to be satisfied and along with 

that you must have  

lim
𝑡→∞

𝑓(𝑡) = 0  and lim
𝑡→∞

𝑔(𝑡) = 0. 

 

If you recall this 𝑓(𝑡) and 𝑔(𝑡) they are the parametric equation of the differential equation of 

the solution of the differential equation. 

 

It means that the tiny difference that we have between the stability and the asymptotically stable, 

one is this mathematical that it has to be stable, and along with that you have to satisfy these two 

conditions. 

 

Then your system is asymptotically stable. 

 

And in stability, it means that the path which remains close to (0, 0) will remain close to (0,0) 

when  𝑡 ≥ 𝑡0. 



 

 

And here along with it remains close to (0,0), the path will approach (0,0) and this mathematical 

condition guarantees that it will approach to (0,0). 

 

So that is the basic difference between the stability of the system and the asymptotically stability 

of the system. 

 

Let us now move to the problems. 

 

So how do you check that given a system or given a differential equation, how do you check its 

stability? 

 

So, we have this dynamical system of the form  

 
𝑑𝑥

𝑑𝑡
= 𝑓(𝑥). 

 

So, we will be deriving here the condition for which this system is stable. 

 

So, you have some x here and you have the equilibrium solution 𝑥∗ here and the difference 

between them, let it be say 𝜀. 

 

So, you give a small push if it moves back towards the equilibrium position, we say it converges 

and if moves back from the equilibrium solution, we say it diverges. 

 

So, in this case your equilibrium solution 𝑥∗ is stable, and in this case your 𝑥∗ is unstable. 

                                            
 

 

So, you have 
𝑑𝑥

𝑑𝑡
= 𝑓(𝑥) 

and you take this 𝜀 = 𝑥 − 𝑥∗. 

 

So, it is calculated from here and this will imply 𝑑𝜀. 

 

 



You can also substitute basically 𝑥 = 𝑥∗ + 𝜀. 

 

You are giving a small push about the equilibrium point and from there you can calculate 

 

                                                                     𝜀 = 𝑥 − 𝑥∗. 

 

If I differentiate both sides  
𝑑𝜀

𝑑𝑡
=

𝑑𝑥

𝑑𝑡
+

𝑑𝑥∗

𝑑𝑡
 

 

and since 𝑥∗ is a constant this will be 
𝑑𝑥∗

𝑑𝑡
= 0. 

 

So, now I substitute back here 
𝑑𝑥

𝑑𝑡
 is replaced by 

𝑑𝜀

𝑑𝑡
, f(x) is replaced by 𝑓(𝑥∗ + 𝜀) and I will be 

using the Taylor series expansion here. So, 

 

𝑑𝜀

𝑑𝑡
= 𝑓(𝑥∗ + 𝜀) = 𝑓(𝑥∗) + 𝜀𝑓′(𝑥∗) +

𝜀2

2!
𝑓′′(𝑥∗) + ⋯ 

 

Since we are doing the linear stability analysis, we will ignore 
𝜀2

2!
𝑓′′(𝑥∗) and higher order terms. 

 

So,  
𝑑𝜀

𝑑𝑡
≈ 𝑓(𝑥∗) + 𝜀𝑓′(𝑥∗). 

 

Now since 𝑥∗ is the equilibrium solution, it is going to satisfy  𝑓(𝑥∗) = 0 and we are left with  

 
𝑑𝜀

𝑑𝑡
≈ 𝜀𝑓′(𝑥∗). 

 

 

This is a simple differential equation and the solution will be 

 

𝜀 = 𝜀0𝑒𝑓′(𝑥∗) 
 

where 𝜀0 is the arbitrary constant.  

 

 

Now, if your 𝑓′(𝑥∗) < 0, then you can see that your as t becomes large your 𝜀 will move to zero 

and if your 𝜀 moves to zero your x will coincide with 𝑥∗. So in that case your 𝑥∗ will converge 

and your system is stable. 

 

So the condition that the system is stable is 𝑓′(𝑥∗) < 0.  
 

So once again if 𝑓′(𝑥∗) < 0  then what happens? 

 

From here, you can see, this part is less than zero. So, as t becomes large then your 𝜀 goes to zero. 

 



So the moment 𝜀 goes to zero this point and this point coincides. So you have given a small push 

but it comes back to its original position and hence the system is stable. 

 

Whereas if your 𝑓′(𝑥∗) > 0,  then obviously, as t becomes larger values of 𝜀 and this moves away 

from the equilibrium solution and you have an unstable equilibrium. 

 

If 𝑓′(𝑥∗) = 0, then we do not have any conclusion we have to do further higher analysis. 

 

So, in this linear stability analysis for a single equation, the condition that the system will be 

stable is 𝑓′(𝑥∗) < 0  and the system is unstable if  𝑓′(𝑥∗) > 0. 

 

If 𝑓′(𝑥∗) = 0, there is no conclusion. 

 

Now let us take some examples. 

 

So we take the same example,  
𝑑𝑥

𝑑𝑡
= −𝑥3 + 3𝑥2 − 2𝑥 

 

for which we have found the fixed point and because you are going to find the stability of the 

equilibrium point or about the equilibrium point. 

 

So, if you just recall we have the equilibrium points by taking  

 
𝑑𝑥

𝑑𝑡
= 0, 

 

which will mean  

−𝑥3 + 3𝑥2 − 2𝑥 = 0 
 

 and if you solve this, you will be getting  

𝑥 = 0, 1, 2. 
  

Now if you want to check the stability at  𝑥 = 0, 𝑥 = 1 and 𝑥 = 2, you have to take this as f(x) 

and you have to find what is your  

 

𝑓′(𝑥) = −3𝑥2 + 6𝑥 − 2 
 

Now you have to consider for each x so for 𝑥 = 0, we find, 

  

𝑓′(0) = −302 + 6.0 − 2 = −2 < 0, 
 

 implies the system is stable about 𝑥 = 0. 

 

For 𝑥 = 1, 𝑓′(1) = −3.12 + 6.1 − 2 = 1 > 0, implies the system is unstable about 𝑥 = 1. 

 

 And, in the similar manner, if you find for 𝑥 = 2,  𝑓′(2) = −3.22 + 6.2 − 2 = −2 < 0, 
 

which implies that the system is stable about 𝑥 = 2. 
 



Now, if you want this diagram, which we will be coming later also but for this problem, you draw 

a line, this is your 0, this is your 1, this is your 2. 

 

 

 

 

 

 

 

 

So, for 0, it is stable, so your arrow will be like this. 

 

For 1, it is unstable, so your arrow is like this, that is it is moving out of the solution. 

 

For 2, it is again stable, so your arrow will be like this. 

 

So, in this lecture, we learned about the equilibrium point and about the stability of the system. 

 

In our next lecture, I will be improvising them for a system of equations, mainly, two equations 

for the stability of the system. 

 

 

Till then, bye bye. 
 

 


