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Lecture - 32
Linear System: Iterative Methods I

Hello friends. So welcome to the lecture on Iterative Methods. So, in past few lectures
we have learnt about singular value decomposition, least square approximation and their

analysis in terms of singular values.
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Introduction

o So far we have learned about the direct methods for solving linear system. In
these methods, the solution is obtained following a single pass through the
relevant algorithm.

o The linear system Ax = b is reduced to row-echelon form using elementary
row operations. Solution methods that rely on this strategy (e.g. LU
factorization) are robust and efficient.

@ We are now going to look at some alternative approaches that fall into the
category of iterative methods.

o These techniques can only be applied to square linear systems (n equations
in n unknowns).

”
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So, now in next few lectures we will learn another method for solving linear system of
equations, but by using iterative methods. So, in the beginning of this course we have
learnt direct method for solving linear systems. Some of them are like Gaussian
elimination and then LU decomposition. like in LU decomposition we write the
coefficient matrix a in terms of 2 matrices product of 2 matrices L and U, where L is a
lower triangular matrix and U is an upper triangular matrix. And then by using the
forward substitutions and then backward substitutions we solve the system of equations.
Now in the category of iterative methods we can solve the square linear system means

we are having n equations in n unknown.
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Introduction cont.

o lterative methods for Ax = b begin with an approximation to the solution, xo,
then seek to provide a series of improved approximations xy, X, ... that
converge to the exact solution.

o For the engineer, this approach is appealing because it can be stopped as
soon as the approximations x; have converged to an acceptable precision.

o The iterative methods are good to use for the problems, where the matrix A is
large and sparse.

o They are much faster than direct methods.
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So, iterative methods for Ax equals to b begin with an approximation to the solution let
us say x 0, which is the initial solution and then seek to provide a series of improved
approximations like x 1 x 2 up to like in this way that converts to the exact solution or
somehow we reach near to the exact solution. These iterative methods are quite popular
in engineering for engineers because we are looking for the approximations and once we
are having a required precision means a marginal error between the exact solution and

the sequence of approximation then we can stop.

So, these are in this way we can save the time or computation for solving the linear
system. Moreover when we are solving especially partial differential equation using
some numerical methods, we encounter the large and sparse systems. We will discuss
what we mean by the sparse system. And these iterative methods are quite useful, when

we are solving the large and sparse system when compared to the direct method.



(Refer Slide Time: 03:04)

[terative Methods
Genealom ]

General form
An iterative scheme for a n x n linear system Ax = b can be written as

X =P g

where, P is a n x n matrix called the 'iteration matrix' and g is a n x 1 vector. The
schemes differ in process of computation of P and g from the input data (i.e.,
using Aand b).
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A general form of an iterative methods for solving a n by n linear system Ax equals to b
can be seen in this way x k plus 1 means the approximation of the solution in k plus 1
iteration equals to a matrix p which will be n by n matrix into the solution in k-th

iteration plus a n by n vector n by 1 vector q.

So, here the matrix p is called a iteration matrix, there are different schemes next couple
of lectures we are going to discuss three different schemes and they differ in the process
of computing the iteration matrix and the vector q from the input data that is the
coefficient matrix a and from the right hand side vector b. So, from these data a and b we
will compute our iteration matrix p and the vector q and then using this iteration process

we will find out the sequence of approximations.
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Jacobi Method

Derivation

The Jacobi's method is the simplest iterative method for solving a (square) linear
system Ax = b. This method use the concept of simultaneous displacements.
We can write a n x n matrix, as the sum of an upper-triangular, diagonal and
lower-triangular matrix. For example 3 x 3 matrix can be written as

ay ap an OFF 00 ay 0 0 0 ap an
ay ap a3 |=|a 0 0]+ 0 ap 0 |+[{ 0 0 ay
ay ap ay ay ap 0 0 0 2oy 08000
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So, first we will take the Jacobi method, so the Jacobi method is the simplest iterative
method for solving a square linear system Ax equals to b square means our matrix a is a

square matrix this method use the concept of simultaneous displacements.

We can write a n by n matrix a as the sum of a lower triangular matrix let us say L a
diagonal matrix D and an upper triangular matrix u. So, if you are you take this 3 by 3
matrix then I can write this equals to this matrix L which is a lower triangular matrix plus

a diagonal matrix D plus an upper triangular matrix U.
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Jacobi's Method

Derivation
The linear system Ax = b can be written as

(L+D+Ux=b
The iterative scheme for Jacobi's method is given as
DX = —(L+ Ui+ b

or
=D W(L+ UK+ D'

Hence, the iteration matrix P = —D~'(L + U) and the vector g = D~'b.
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Now, how to drive the Jacobi iterations?
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So, I am talking about Jacobi method consider the system Ax equals to b where A is a n
by n matrix. Now, you are having Ax equals to b write A as the sum of 3 matrices L, D
and U lower triangular triangular lower triangular diagonal and upper triangular into x
equals to b or here write it like DX equals to minus L plus U X plus b. So, what I have
done I have taken this L and U in the right hand side, or I can write x equals to minus D

inverse L plus U x plus D inverse into b and set your iterations in this way.

So, x at k plus 1 iteration can be given by minus D inverse L plus U x at k-th iteration
plus D inverse b, which is equals to the general iterative system p into x k plus a column
vector q. So, here iteration matrix P is minus D inverse L plus U and the column vector q
is D inverse into b. So, this is our Jacobi method if we take a means how to solve a

system.
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So, considera3 by 3systemal I x I plusal2x2plusal3x3equalstobla2l1x]1
plusa22x2plusa23x3equalstob2a31x1plusa32x2plusa33x3equalstob
3. So, now, by the Jacobi method I can write a 1 1 x 1 equals tob 1 minus a 1 2 x 2
minus a 1 3 x 3. So, this [ am writing from the first equation from the second equation |
can write a 2 2 x 2 equals tob 2 minus a2 1 x 1 minus a 2 3 x 3 and from the third

equation I can writea3 3 x 3 equalstob3 minusa3 1 x 1 minusa32x 2.

Now, for setting the iterations what I will do the same system I can write x 1 equals to 1
uponal 1 providedal 1isnotO,b 1 minusal 2 x 2 minus a1l 3 x 3. Similarly, I can
write from the second line x 2 equalsto 1 upona22b2minusa2 1 x 1 minusa?2 3 x 3

and then x 3 equals to l upona33 b3 minusa3 1 x | minusa32x2.

So, now set this at left hand side at k plus 1 iteration and in the right hand side take
everything at k-th iteration. So, this is the iterative equations for Jacobi method for a 3 by
3 system. When I introduce you about Jacobi method I told you this method is a method
of simultaneous displacement, why I told it, because here you can see that for finding k
plus 1 for each component x 1 x 2 x 3 for each variable I am using the value of these
variables from the previous iteration. So, what I am doing simultaneously for getting the
value at k plus 1 iteration, I am using the value of k-th iteration. So, now, we will take

one example and we will solve this example.
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Jacobi's Method

Solve the system of equations

OGS Xq 8
3 52 X | = -14
23 8/ \x 27
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Using the Jacobi method; so let us take an example.
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Solve the system of equation 4 x 1 plus 2 x 2 plus 3 x 3 equals to 8 3 x 1 minus 5 x 2

plus 2 x 3 equals to minus 14 and minus 2 x 1 plus 3 x 2 plus 8 x 3 equals to 27 and solve

this using Jacobi iterative method. So, here | am having x 1 equals to 1 upon 4 8 minus 2

x 2 minus 3 x 3 ok. So, this is my first equation and it is at k plus 1 iterate it is at k and it

is k-th iteration. Similarly x 2 at k plus 1 iteration can be obtained minus 1 upon 5 minus

14 minus 3 x 1 minus 2 x 3 and both are at k-th iteration number k.



Similarly x 3 at k plus 1 iteration is given as 1 upon 8 27 plus 2 of x 1 and this x 1 in k-th
iteration minus 3 x 2 at k-th iteration. So, this is the initially scheme if I take the initial
solution x 0 x 1 0 equals to x 2 0 equals to x 3 0 equals to 0 means my initial solution is 0

0 0 transpose which is my initial x then what I have.

My x 1 1 will become 1 upon 4 into 8 minus 0 minus 0. So, 2 x 2 1 will become minus 1
upon 5 minus 14. So, this will become 2 point 8 and then x 3 1 will become 1 upon 8 into
27. So, it will be 3 point 3 and then 7 5, so this is the initial value of x 1 x 2 x 3 at first

iteration.
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Example continued..

If we start with an initial solution as x? = xJ = x) = 0, then
x| =2000; x) =2800 ;x; =3.375
next iteration gives
x¥=-1931; x¥=5350 ;x3=2825

If we need a solution correct up to three places after decimal, then we need to
calculate this sequence of values.

Y NeTEL NN
.IITROORKH CERTIFICATION COURSE. 5

So if I go in the same way in the second iteration I got x 1 as minus 1 point93 1x 2 as 5
point 3 5 0 and x 3 as 2 point 8 2 5. If we need a solution correct up to 3 decimal places
then we need to calculate this sequence of values. And if we go in the same way in the

third equation x 1 will be obtained like this x 2 will be this 1.
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Jacobi's Method

Example continued..

lter. | X Xo X3
3 | -2794 | 2771 | 0.886
4 1-0.050 | 1.478 | 1.637

22 |-1.025| 2976 | 1.973
23 | -0.967 | 2.974 | 2.003

44 | -1.001 | 3.000 | 2.000
45 | -1.000 | 3.000 | 2.000
46 | -1.000 | 3.000 | 2.000

NPTEL ONLINE
. T ROORKEE CERTIFICATION COURSE 13

And x 3 will be 0 point 8 8 6 in fourth iteration continuing in the same manner in twenty
second iteration value will be like this in twenty third iteration value will be like this still
you can see we are having not much flexibility in the value of x 2, but in the value of x 1
and x 2. Moving continuing in the same way, we see in the forty fifth iteration x 1 comes
out to be minus 1 x 2 is 3 and x 3 is 2 which remains same in 46 iteration, so it is my

exact solution.

So, we have taken 46 iteration for converging to the exact solution from the sequence of

approximations and this is the Jacobi method.
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Gauss-Seidel Method

Introduction

The Gauss-Seidel method is a variant of the Jacobi method that usually improves
the rate of convergence by using successive displacement. Just recall the iterative
scheme of Jacobi method in the earlier example.

it = %(8 - 2 - 3x)
1
= (== 3xf - 2xf)

el %(27+2x1k = 3xf)
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My next method in this category is Gauss-Seidel method which is a bit better when

compared to the Jacobi method in terms of convergence. So, the Gauss-Seidel method is
a variant of the Jacobi method that usually improves the rate of convergence by using
successive displacement in Jacobi we have used the simultaneous displacement. So, here
we will use successive displacement, just recall the iterative scheme of the Jacobi

method in the earlier example.
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Gauss-Seidel Method

Introduction

1
X! = 28" 2 - 3

g :}5(-14-3xf-2x§)

i = %(27 +2xf - 3x)
Note that in the second line, when working out xz”, we used the old value of x
(i.e. xf ) even though a new and presumably more accurate value (i.e. xf 1) had
just been worked out in the first line. Similarly, in the third line, when working out
xg*‘, we used the old values of x; and x,, even though updated values had just
been worked out in previous lines.
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So, this was the iterative scheme of the Jacobi method in the example which we have
taken in case of Jacobi method. So, if you observe here I have calculated from the first
equation x 1 8 k plus 1 iteration when I am calculating x 2 in k plus 1 iteration using the
Jacobi method I am using the approximation which I have obtained for x 1 and x x 3 in

k-th iteration.

However if you observe since I have calculated x 1 in k plus 1 iterations, so I am having
a more updated value of this x 1 here when I am calculating x 2. Similarly when I am
calculating x 3 I am having more updated value of x 1 and x 2 those are from k plus 1

iteration. However, in Jacobi method I am using the values from the k-th iteration.

So what I can do instead of using the old values I can use the more updated values and in
that manner I can have a faster convergence. So, in Gauss-Seidel method we use such

type of updated values.
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Gauss-Seidel Method

Derivation

The linear system Ax = b can be written as
(L+D+U)x=b
The iterative scheme for Gauss-Seidel method is given as
(D+ L = — (U + b

or
M = (D4 U+ (D+ L) 'b

Hence, the iteration matrix P = (D + L)~"(U) and the vector g = (D + L)~'b.
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So, if we see the derivation of this method then I am having Gauss-Seidel method.
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So, again I am having n by n system ax equals to b I will write matrix as the sum of 3
matrices L D and U, where L is lower triangular D is diagonal and U is an upper

triangular matrix into x equals to b.

Now, in this method what I will do I will take D plus L here and what I will take I will
take minus U into x in the right hand side. So, from here I can write x equals to minus D
plus L inverse into U into x plus D plus L inverse into b and the iterative scheme can be
set like this x at k plus 1 means in the left hand side I am taking the value in k plus 1
iteration, which equals to minus D plus L inverse U into x at k-th iteration plus D plus L

inverse into b.

So, this is the iterative scheme of the Gauss-Seidel method. So, here if you check the
iteration, iteration matrix p comes out to be minus D plus L then inverse of this sum U

this is the iteration matrix p and the vector q is D plus L inverse into b.
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. So, if you again take a 3 by 3 system likea 1 1 x 1 plusal 2 x 2 plusa 1 3 x 3 equals to
bla2lxlIplusa22x2plusa23x3equalsb2anda31x1plusa32x2plusa33
x 3 equals to b 3. So, if I need solve this system using the Gauss-Seidel method then my
iterative scheme will comes like this. So, x 1 at k plus 1 iteration will be 1 uponal 1b 1

minus a 1 2 x 2 at k-th iteration minus a 1 3 x 3 at k-th iteration.

Then I will take x 2 at k plus 1 iteration this will become 1 upon a2 2 b 2 minus a 2 1
and please note that this is the change from the Jacobi method, earlier in Jacobi method I
have taken x 1 at k-th iteration, but here since I am having x 1 in k plus 1 iteration
available with me. So, I will have x 1 at k plus 1 iteration minus a 2 3 x 3 at k-th
iteration, and then x 3 in k plus 1 iteration this will become 1 upona 3 3 b 3 minusa 3 1
and I am having x 1 at k plus 1 iteration minus a 3 2 x 2 at k plus 1 iteration. Because
now | am having x 1 and x 2 both available at k k plus 1 iteration, so this is the scheme

of the Gauss-Seidel method.
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Example

Consider the same example taken earlier in the case of Jacobi method. Here, the
iterative equations become

el

k+1
X i

(8-2¢f - 3xf)

1 (
K™ = (- 14- 34 - 2)

B = (2420 - 3H)
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So, consider the same example which we have taken earlier in the case of Jacobi method.
So, we will solve the same example using the Gauss-Seidel method. So, according to
whatever just I have told I have told you according to that iterative process my iterative
equations becomes like this. So, x 1 at k plus 1 iteration will be 1 upon 4 8 minus 2 x 2 k

minus 3 x 3 k which is similar as in case of Jacobi method.

Then I am having x 2 at k plus 1 iteration it will become 1 upon minus 5 minus 14 minus
3 x 1 k plus 1. So, please note this 1 this is the change from the Jacobi method minus 2 x
3 at k-th iteration x 3 at k plus 1 iteration will become 1 upon 8 27 plus 2 x 1 k plus 1

minus 3 x 2 k plus 1.
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Gauss Seidel Method

Example continued..

If we start with an initial solution as x! = xJ = x? = 0, then
Itreation! : x{ =2.000; x; =4.000 ;x} =2375
next iteration gives
Itreation2 : x? = ~1.781; x3 =2681 ;x =1.924

ltreation3 : X} = 0.784; x3 =3.099 ;x3 =2017
Itreationd : x{ = ~1.062, x3 = 2969 ;x§ = 1996

s
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So, in this way if I start with 0 0 0 means initial case for x 1 0 for x 2 0 and for x 3 0
then, in the first iteration my x 1 become becomes 2 x 2 becomes 4 and x 3 becomes 2
point 3 7 5. Then in the second iteration x 1 will become minus 1 point 7 8 1 x 2
becomes 2 point 6 8 1 x 3 becomes 1 point 9 2 4. In third equation x 1 becomes 0 point 7
8 4 x 2 becomes 3 point 0 9 9 and x 3 becomes 2 point 0 1 7, these are the values of x 1 x

2 x 3 in the fourth iteration.
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Gauss Seidel Method

Example continued..

ltreationd : x} = ~1.000; x5 =3.000 ;x; = 2.000
Itreation10: x{° = -1.000; x° =3.000 ;x}° =2.000
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Continuing in the same manner in ninth iteration we observed that x 1 is minus 1 x 2 is 3
x 3 is 2 in tenth iteration x 1 is minus 1 x 2 is 3 x 3 is 2 which is same as we have
obtained in the ninth iteration, when we are taking accuracy up to 3 places after the

decimal.

So, this is a actually the exact solution also so what we have observed in Jacobi scheme.
We have taken 46 iterations for converging to this solution. However, in the Gauss-
Seidel method we have obtained the same solution means solution with same accuracy
just in 10 iterations. So, in this way we can say the Gauss-Seidel method is a better
variant of the Jacobi method, because it makes the usage of successive displacements

more updated values.

So, in this lecture we have learned the two iterative schemes those are very basic
schemes one is the Jacobi method, and the other one is Gauss-Seidel method. In the next
lecture we will learn one more scheme called successive over relaxation, and then we
will discuss the convergence criteria and few results about the convergence of these three
schemes. And then we will go to non-stationary iterative methods like steepest descent
conjugate gradients and other Krylov subspace methods for solving large and sparse

linear systems.

Thank you very much.



