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Dr. Sanjeev Kumar
Department of Mathematics
Indian Institute of Technology, Roorkee

Lecture - 23
Positive Definite and Quadratic Forms

Hello friends. So, welcome to the 23rd lecture of this course. So, as you know in the last
lecture we have discussed the definition of positive definite matrices. And then we have
discussed few methods that how to check whether a given matrix is positive definite or
not. We have also learn the properties of eigenvalues of positive definite matrices. In this
lecture we will extend the same concept and we will see few applications of positive

definite matrices in particular when you are having a positive definite quadratic form.

As you know that in the last lecture, I have defined a positive definite quadratic form as
q of X equals to X transpose A X, where A is a symmetric matrix of order n. And X is a

vector from the n dimensional vector space.
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Now, if this matrix A becomes D. D means we are having a diagonal representation of A
then the corresponding quadratic form that is X transpose D X is called diagonal

representation of the quadratic form.
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For example, if you consider X belongs to R 3 and A be a 3 by 3 matrix. Then if you take
Aequalsto 30005000 1. Then the quadratic form q X which is given as X transpose
into A into X which will be x 1 x 2 x 3 multiplied witha3 0005000 1 into x vector.
Then this comes out to be 3 x 1 square plus 5 x 2 square plus x 3 square. So, this
particular quadratic form is a diagonal quadratic form. So, I can say in other word that a
quadratic form is said to be diagonal quadratic form if there is no cross term or cross

product term.

So, here my meaning of cross product term means a term something like x 1 x 2 or x 2 x

3 orx 1 x 3. So, all these are having 0 coefficient.
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Diagonalization of a Quadratic Form

Diagonal quadratic form

A quadratic form f(X) = X TAX is said to be a diagonal form whenever A, is a
diagonal matrix.

In this case XTAX = Y7, ajx?.
Means there are no cross terms in the expression.

Example

2 00l &lixs
f(X) = XTAX = [x1, %, %] [0 5 0| [xo| =2x2 +5x3 + 32
00 1] [x
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So, I can represent this quadratic form basically in this way. So, X T A X so, here Ais a
diagonal matrix. So, i equals to 1 to n a ii into x i square, where x i are the components of

the vector X.
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Diagonalization

Theorem: Show that every quadratic form X" AX can be diagonalized by making
a change of variables (coordiantes), Y = Q"X
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This is another example of the quadratic form. Now, we are having a very important
resultant and we will see the application of this theorem later on. So, that every quadratic
form X transpose AX can be diagonalized by making a change of variable or coordinates,

let us say Y equals to Q transpose X. So, let us see the proof of this.
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So, proof let q X equals to X transpose AX be a quadratic form, where a is a symmetric
matrix of order n and X is a vector from the n dimensional really vector space. Now, as
we know that A is symmetric. So, there exists a diagonal matrix D and an orthogonal
matrix Q such that, A can be written as Q D Q transpose; means as we discussed earlier
also if a is a symmetric matrix it is always diagonalizable, and here the diagonal matrix
D will be having the eigenvalues of A as the main diagonal entries. And Q will come

from the eigenvectors of A and those you can write as an orthogonal set of eigenvectors.

Now, so if I substitute this form of A in my quadratic form. So, I can write X transpose
into Q into D into Q transpose into X. Now define a transformation a vector Y, which is
having the same dimension as of X as Q transpose X. Then Y transpose will become X
transpose into q and this particular quadratic form can be written as Y transpose into D
into Y which is can be written as sigma equals to 1 to n dii into y 1 square which is a
quadratic form, but a, but in diagonal representation. So, this is the result which we have

to prove and this is the proof of this.
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Diagonalization

Theorem: Show that every quadratic form X7 AX can be diagonalized by making
a change of variables (coordiantes), Y = Q"X

Proof: Since the matrix Ais symmetric in the quadratic form X7 AX, hence, 3 an
orthonormal matrix Q such that

Q7AQ = D = diag(M, M....An)

where \; € a(A) Vi=1,2.n.
Now,

n
HX) = XTAX = XTQDQTX = YTDY = Y dyy?

i=1
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So, this is the proof which I have done just now.
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Example

By diagonalizing the quadratic form g(X) = 13)(,2 + 10Xy X0 + 13x§, plot the curve
q(X) = 72, where x; and x, are the coordinate axes.
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Now, let us take an application of this theorem. So, by diagonalizing the quadratic form q
X equals to 13 x 1 square plus 10 x 1 x 2 plus 13 x 2 square plot the curve q X equals to

72, where x 1 and x 2 are the coordinate axis.
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So, what curve we need to plot that is q X equals to 13 x 1 square plus 10 x 1 x 2 plus 13
x 2 square and this is equals to 72. So, we need to plot this particular curve. Now, q X
can be written as x 1 x 2 13 5 5 and 13 into x 1 x 2 and this equals to 72. So, here the
matrix A equals to 5 equals to 13 5 5 and 13, which is associated with the quadratic form
q X. Now let us perform the diagonalization of the matrix A. So, here if I calculate the
eigenvalue of the matrix A it comes out to be 13 minus lambda 5 5 and 13 minus lambda

and this equals to 0.

So, if I solve it, it will be 13 minus lambda whole square minus 25 equals to 0. This
gives me eigenvalue as lambda equals to 8 and 18. Now, if I calculate the eigenvector
corresponding to eigenvalue, lambda equals to 8, then A minus 8 I into x equals to 0
gives me 5 x 1 plus 5 x 2 equals to 0 the equation from the first row from the matrix a

minus 8 I and the equation from the second row will be the same.

Thatis 5 x 1 plus x 2 equals to 0 5 x 1 plus 5 x 2 equals to 0. Now from these 2 equations
I can write x 1 equals to minus x 2. So, the eigenvector corresponding to lambda equals
to 8 can be written as if I take x 1 as 1. So, x 2 will become minus 1 and if [ want to write
it as a unit vector so, it will become 1 by root 2 into 1 n minus 1. Similarly, if I calculate
the eigenvector corresponding to eigenvalue lambda equals to 18, then it comes out to be
5 so 18 minus 13 minus 18 minus will become minus 5 x 1 plus 5 x 2 equals to 0 and the

second equation will become 5 x 1 minus 5 x 2 equals to 0.



So, from here I am getting x 1 equals to x 2 and the corresponding eigenvector will
become unit eigenvector 1 by root 2 and 1 by root 2. So, in this way I can write the
matrix A as p or q, where q is 1 by root 2 minus 1 by root 2 1 by root 2 1 by root 2. And
the matrix D. So, d will be 8 0 0 18 and then again q transpose. So, it will become 1 by
root 2 minus 1 by root 2 1 by root 2 and 1 by root 2.
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Now, the associated quadratic form can be written as q X equals to x 1 x 2 and then
matrix 1 by root 2 minus 1 by root 2 1 by root 2 and 1 by root 2, which is my matrix q.
Then I am having matrix d 8 0 0 18 and then I am having q transpose which is 1 by root
2 minus 1 by root 2 1 by root 2 and 1 by root 2 into x 1 x 2. So now assume another
vector Y which is y 1y 2 this equals to 1 by root 2 minus 1 by root 2 1 by root 2 and 1 by

root 2 that is Q transpose into X. So, x is here x 1 x 2.

So, basically my y 1 is 1 by root 2 x 1 minus 1 by root 2 x 2 and y 2 is 1 by root 2 x 1
plus 1 by root 2 x 2. So, in these way I can write the quadratic form 13 x 1 square plus 10
x 1 x 2 plus 13 x 2 square 72, in an new variables y 1 and y 2 and it will become
basically 8 y 1 square plus 18 y 2 square these equals to 72 or this I can write y 1 square

upon 9 plus y 2 square upon 4 equals to 1, which is an standard equation of the ellipse.

Now, if I want to plot this particular curve. So, if these are the axis x 1 and x 2. So, then
the representation of y 1 will be x 1 minus x 1 minus x 2 equals to 0 or basically x 1 plus

x 1 equals to x 2.



Similarly, the representation of y 2 is x 1 minus x 2, by using these now along. So, this is
my y one this is my y 2. So, my curve will become like this. So, in these way the given
curve is an ellipse having this orientation respect to original coordinate x is x 1 and x 2.
So, in this way we can plot any quadratic form by applying the suitable diagonalization

and changing the variables. Now let us see another application of quadratic forms.
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Congruence

It.is not necessary to solve an eigenvalue problem to diagonalize a quadratic form
because a congruence transformation C”AC in which C is non-singular can be
found that will do the job. For example, by using the concept of LDU factorization,
ie,A=LDLT,

Congruent matrices

Two symmetric matrices A and B are called congruent if 3 an invertible matrix S
such that A = STBS

Congruent matrices: example

. 13509 8 0
The matrices A = [5 1 3} and [0 1 8} are congruent.
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So, it is not necessary to solve an eigenvalue problem to diagonalize a quadratic form
because when you are performing the diagonalization of the associated quadratic form
and the corresponding matrix you have need to calculate eigenvalues and then
eigenvectors. So, it will take lot of computation. So, alternative is a congruence
transformation C transpose AC, in which C is a non-singular can be found that will to the
same job. For example, by using the LDU factorization and it since here in the quadratic

form as a symmetric matrix; so, always we can write this matrix U as L transpose.

So, I can write A equals to LD into L transpose which is a congruent transformation C
transpose AC, where 1 equals to C. Now, the two symmetric matrices A and B are called

congruent, if they are exist an invertible matrix S such that; A equals to S transpose BS.

For example, here the matrices A 13 55 5 13 and 8 0 0 18 are congruent because just
now we have seen that there exist a matrix Q which is 1 by root 2 minus 1 by root 2 1 by
root 2 and 1 by root 2 which is a equals to Q D Q transpose where 8 0 0 18 and ais 13 5

5 and 13. Now, my next definition in the same category is inertia.
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Inertia:Definition

The inertia of a real symmetric matrix A is defined to be the triplet (p, () in which
p.v, are the respective number of the positive, negative, and zero eigenvalues,
counting algebraic multiplicities.

{ui— 113
Ex:A =t =1E08E |
sl

M=41/6 = p=20v=1,=0
Inertia=(2, 1,0)
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So, how to define an inertia of a real symmetric matrix? So, the inertia of a real
symmetric matrix A is defined to be the triplet rho nu zeta in which rho nu and zeta are
the respective number of the positive, negative and 0 and 0 eigenvalues. So, inertia of a
matrix is a triplet in which first component is the number of positive eigenvalues, the
second component is the number of negative eigenvalues, and the third component is the

number of 0 eigenvalues counting the algebraic multiplicities. So, if I take this example.
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So, my example is A equals to 1 minus 1 3 minus 1 21 3 1 1. So, what is the inertia of
this matrix? So, inertia of A can be found just from the eigenvalues of A. So, if I
calculate the eigenvalues of A these comes out to be 4 plus minus root 6. So, if I see here

I am having 2 positive eigenvalues of A, one is 4 another one is square root 6.

So, here row is 2. So, row is 2 number of negative eigenvalue is 1 and number of 0
eigenvalue is 0. So, this triplet is the inertia of matrix A. Now, we will see a very

important result that is called Sylvester law of inertia.
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Sylvester’s Law of Inertia

Let A~ B denote the fact that real symmetric matrices A and B are congruent
(CTAC = Bfor some invertible matrix C). Sylvester's law of inertia states that :

A= Biff Aand B have same inertia

The result is enough to check whether two matrices are congruent or not.

So, this particular theorem tells us that that two matrices A and B both are Symetric real
symmetric matrices the same result hold for the Hermitian matrices also. So, A and B are
congruent if and only if A and B have the same inertia; means A and B are congruent to
each other means you can always find a non-singular matrix C such that; C transpose AC
equals to B, if and only if the number of positive eigenvalues, number of negative

eigenvalues and number of 0 eigenvalues for A and B are same.
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Definitions
Suppose D be a diagonal representation of a symmetric matrix A. We say that the
index of A is the number of positive entries in D, and the signature of D'is the
number of positive entries in D minus the number of negative entries in D.
If r be the rank of A (no.of non-zero entries in D), p the index and s as the
signature , then

S=r-p

Two symmetric real matrices A and B are congruent if and only if the diagonal
representations of Aand B have the same rank, index and signature.
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So, in this way we can say the result is enough to check whether two matrices are
congruent or not. The alternate statement of this theorem is suppose D be a diagonal
representation of a symmetric matrix A. We say that the index of A is the number of
positive entries in D, and the signature of D is the number of positive entries in D minus
number of negative entries in D, if r be the rank of A. So, r will be the number of non-
zero entries. In the diagonal representation of a because number of non-zero eigenvalues,

then p the index and s as the signature then s equals to r minus p.

So, for example, if you are having a matrix A which is a 4 by 4 real symmetric matrix
and eigenvalues of a let us say you are having 2 minus 1 3 and 0. Then we will define
index of A equals to number of positive eigenvalues or number of positive entries in the
diagonal representation of a since A is symmetric. So, I can always write a equals to Q D

Q transpose. So, q 2 minus 1 3 0 into Q transpose.

So, here index of A is the number of positive entries. So, it is 2 signature is number of
positive entries minus number of negative entries. So, here I am having two positive
entries and one negative entry. So, 2 minus 1 comes out to be 1. And as I told you rank of
a is index plus signature and which is the number of non O entries in the diagonal

representation of the matrix A.
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So, again the Sylvester law of inertia can be defined like this the two matrices two
symmetric matrices A and B are congruent if and only if their diagonal representations
have the same rank index and signature. So, this is the alternate definition or alternate

statement I will write. So, let us consider an example of this.
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Determine which of the following matrices are congruent to each other:
1 =13 ihi il i Ol
A== on R B= 283 T o O =2 022
ESSE 1562641 15241
Matrix | Eigenvalues | p | v | ¢
LR e T
e 54 /33 e Hence, A% C, according to Sylvester's Law.
it
C 1,145 [2]1]0

So, determine which of the following matrices are congruent to each other. So, all the 3
matrices are given where the matrix Ais 1 minus 1 3 minus 1 2 1 3 1 1. The matrix B is 1

21232and 121 and Cis having firstrowas 1010 12and 12 1. So, if I calculate the



eigenvalues of matrix A. So, eigenvalues of matrix A comes out to be 4 root 6 and minus
root 6. The eigenvalue of matrix B is 0 5 plus square root 33 by 2 and 5 minus square

root 33 by 2. And the eigenvalues of the matrix C are 1 1 plus root 5 and 1 minus root 5.

Now, if I talk about the rank index and signature of these 3 matrices. So, the rank of
matrix A is the number of non 0 entries in the diagonal representation of A and which
will be 3 because the diagonal representation will contain the eigenvalues the index will
be the number of positive eigenvalues or positive entries in D. And the signature is

number of positive entries minus number of negative entries so 2 minus 1 1.

For this matrix the rank is 2 because one of the entry 0, index is 1 because only 5 plus
root 33 by 2 is the positive entry and signature is 1 minus 1 0. For this matrix again [ am
having rank 3 index is 2 and signature is 1. So, if you see here the matrix A and matrix C
are having the same rank index and signature. So, A and C are congruent A and C are
congruent. A equals to PC P transpose by using either LDU factorization. So, if you go

while the earlier statement of this Sylvester law of inertia.
(Refer Slide Time: 29:59)

Adernaie Shateme

- —T‘w;‘gwmmmfwmm A ond B are congurent

'\f and on\ AS’.’ iy dja\‘@’trv\qg ﬂ\l‘(?ﬂnkhd‘hg

Rove e fame ~vank | index and %\\KY\WW\'Q i
SR At i
A= b -
st -3y
/\QD By

4, MiE, A0

e

So, there I need to calculate rho nu and zeta. So, rho is defined as the number of positive
eigenvalues. So, here it is 2 nu is the number of negative eigenvalues which is 1, and zeta
is the number of 0 eigenvalues. So, 0 here it will be 1 1 and 1 and the third one will

become 2 1. So, again A and C are having the same inertia because for A this is 2 1 1



which is same for C. So, again A and C are congruent to each other in the same way we

can have a diagonal form or quadratic form.
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Consider the quadratic form f(X) = 2x2 + 2x¢ + X2 - 2x X, - 23
Q Find a symmetric matrix A so that f(X) = XTAX

Q Diagonalize the quadratic form using LDLT factorization and determine the
inertia of A.

Q Is this a positive definite form?
Q Verify the inertia above is correct by computing eigenvalues of A.

2 -1 0
1LA=([-1 2 -1

0 -1 1
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So, consider the quadratic form f X equals to 2 x 1 square plus 2 x 2 square plus x 3
square minus 2 x 1 x 2 minus 2 x 2 x 3. So, find a symmetric matrix A. So, that f X

equals to X transpose AX.
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So, here q X given as so, solution q X given as 2 x 1 square plus 2 x 2 square plus x 3

square minus 2 X 1 x 2 minus 2 x 2 x 3. So now, I can the associated matrix is q X equals



to X T AX. Then A equals to so here will come the coefficient of x 1 square 2 the second
diagonal mean the diagonal entry in second row will be the coefficient of x 2 square and
in the same way the diagonal entry in the third row will be the coefficient of x 3 square
minus 2 x 1 x 2. So, I will take minus 1 here and minus 1 here minus 2 x 2 x 3. So, I will

take minus 1 here and minus 1 here it 2 3 or 3 2 entries and these are 0.

So, this is the associated form. Now if I see the eigenvalues of this matrix the
eigenvalues of this comes out to be 0.1981 1.555 and 3.2470. So, here if I calculate the
inertia of this inertia will be 3 0 0 here rank is 3, index is 3 and signature is again 3. So,
in this way since all the eigenvalues are positive. So, I can say and if rank equals to index
equals to signature, then i will say the matrix is positive definite PD and hence the

associated quadratic form is also positive definite.

I will ask you to work out on this and find out a suitable transformation Y equals to Q
transpose X such that; ¢ X you can write as YT D Y means; the corresponding diagonal
representation of the quadratic form. And from you will see the entries of D will be

0.9811 0.555 and 3.2470.
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So, with this I will end this lecture. So, in this lecture we have seen a couple of

applications of the quadratic form these are the references.

Thank you very much.



