Mathematical methods and its applications
Dr. P. N. Agrawal
Department of Mathematics
Indian Institute of Technology, Roorkee

Lecture — 02
Linear dependence, independence and Wronskian of functions

Hello friends. Welcome to the lecture on the Linear Dependence, Independence and
Wronskian of Functions. First of all we will define what do we mean by homogeneous
and non-homogeneous linear differential equations. The nth order linear differential
equation is given by a naught x into y n x, y n x is the nth order of derivative of y with

respect to x, plus a 1 x by n minus 1 x and so on.

Anxintoy xequal tor x, whereai X, i equal to 0 1 2 and so on up to n are continuous
functions and an interval i, and the coefficient of y n x which is a naught x is assumed to
be naught O for every x in i. So, this equation the nth order linear differential equation
given in 1 will be called a homogenous linear differential equation provided r x is a

identically 0.
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Definitions

Homogeneous and non-homogeneous linear differential equations:
The n order linear differential equation is given by

ax) Yy () +a,) YU+, a0y =rk), ..(1)
where a,(x), i=0,1, 2,..,n are continuousin/and a,(x) # 0, for
everyxinl.

The above equation is called homogeneous if r (x) = (), otherwiseit is called
non-homogeneous.
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And otherwise it will be called a non homogenous linear differential equation. Regarding
the homogenous linear differential equation, there is very nice theorem which we call as

the superposition principle for homogenous functions.



(Refer Slide Time: 01:29)

A
Superposition principle for homogeneous equations
Theorem 1. Let y;, ¥/,, ..., 1, be solutions of the homogeneous n'"

order differential equation (1) on aninterval /. Then, the linear
combination

Y=oy a0+ oy ),
where thec;, i=1,2,...,k arearbitrary constants, is also a solution
onl.
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It says that let y 1, y 2, y k be k a solutions of the homogenous nth order differential
equation one; we are considering homogenous equation here which means that we are
taking r x to be identically 0.

So, in the case of homogenous linear differential equation given by 1, if we have k
solutions y 1, y 2, y k then their linear combination; linear combination means the
functionc lintoy 1 xplusc2intoy2xandsoonck intoykx, theyarec1,¢c2,ck

are arbitrary constants is also a solution on i, it is very simple we can easily prove this.

(Refer Slide Time: 02:19)
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So, suppose let us see how we can prove this our homogenous differential equation is a
naught x into y n x, plusa 1 x into y n minus 1 x and so on; a naught a n X into y x equal
to 0, this is our homogenous linear differential equation. So, let suppose y 1, y 2 and so
on y k be k a solution of this equation, this equation then we will have a naught x, into y
Inx,plusalxylnminuslxandsoonanxintoylxequaltoO. Similarly for the
function y 2 x we will have as we can write in a similar manner the kth equation a naught
X, yknxplusalxintoyknminus1xandsoon,anx,ykn,ykxequal to0. From
these k equations then we can show that c 1y 1 plusc 2y 2 and so on ¢ k y k is also

solution of this homogenous equation.

So, then a naught x intoc 1, y 1 plus ¢ 2, y 2 and so on ¢ k y k the kth derivative of this
that is d k; no we have here nth derivative. So, nth derivative of this a naught x into nth
derivative of c 1, y 1 plusc 2y 2 and so on c k y k plus a 1 x into n minus oneth
derivative of c 1,y 1 plusc 2,y 2andsoon ck, y k. And the lasttermanxintoc1,y1

plus ¢ 2,y 2 and so on c k, y k; this is equal to a naught x.
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Now another derivative of ¢ 1, y 1 plus ¢ 2, y 2 plus ¢ k, y k will be ¢ 1 times nth
derivative of y 1, plus ¢ 2 times nth derivative of y 2, plus c k times nth derivative of y k
similarly here n minus 1 of the derivative of this linear combination will be ¢ 1 times n
minus derivative of y 1, plus ¢ 2 times n minus 1 derivative of y 2 and so on ¢ k times n

minus oneth derivative of y k.



So, we can write it as equal to ¢ 1 times a naught x, n minus nth derivative of y 1, this
plus ¢ 2 times a naught x, into n nth derivative of y 2, plus a 1 X n minus oneth derivative
of y2andsoon;anx,y2xandso on we can write ¢ k times a naught X, y kn x plusa 1
X, yknminus 1xandsoonanx,ykx. Nowsincey 1y 2y k are solutions of the given
equation homogenous equation, so this is 0, this is 0 and this is 0 and therefore, we have
0.So,c1,ylplusc2,y2andsoonck,ykisalso asolution of the homogenous linear
differential equation; so this known as the superposition principle for homogenous

equations.

Now, let us define linear dependence independence of functions, it is a very important

concept in the solution of differential equations.

(Refer Slide Time: 08:13)

General definitions of linear dependence and independence:
Asetof functions 1, (x), y(x),. .., y,(x) is called linearly dependent
onaninterval /if there exist constants c,, c,, ..., ¢, notallzero such
that

clyl (X) + cly.’ (X) tooot cnyu(x) = 0

Asetof functions y,(x), y,(x),..., y,(x) is called linearly independent
onaninterval if the only constants for which

oy 00+ 6y, +. . +¢,y,(0)=0,
foreveryxini,are ¢;=¢,=...=¢,=0.
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So, a set of functions y 1, y 2, y n will be called linearly dependent on an interval i, if we
can find some constants ¢ 1, ¢ 2, ¢ n not all 0; that means, at least one constant here must
be a non-zero constant such that c 1, y 1 plus ¢ 2, y 2 and so on ¢ n, y n equal to 0. So, if
the n functions are not linearly dependent then they will be called linearly independent.
And for that we have the definitionthat c 1, y 1 plusc 2, y 2 and so on ¢ n, y n is equal to
0 will always imply that ¢ 1 equal to 0, ¢ 2 equal to 0 and so on c I, ¢ n equal to 0; that
means, we cannot find any set of n constantc 1, ¢ 2, cnnotall O suchthatc 1,y 1 plus c

2,y 2 plus ¢ n, yn equal to 0, which further which in other words it means that the n



functions y 1, y 2, y n will be called linearly independent if an if ¢ 1 wheneverc 1,y 1

plusc 2,y 2pluscn,ynisO,itwill always imply that c 1, ¢ 2, ¢ n all are zeroes.

Now, let us see how we can check the linear dependence independence of functions.
From the definition of linear dependence it follows that you take n equal to 2 here; that
means, if you take 2 functions y 1, x and y 2, x then they will be linearly dependent
provided ¢ 1, y 1 plus ¢ 2, y 2 equal to 0. There both ¢ 1 and ¢ 2 where ¢ 1, ¢ 2 both are
not O; that means, at least one of them is non 0. So, suppose ¢ 1 is nonzerothenc 1,y 1
plus c 2,y 2 equal to 0 can be written as.

(Refer Slide Time: 09:57)
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So, let ¢ 1 be non-zero then we can divide y ¢ 1 and write y 1 equal to minus ¢ 2 by c 1,
intoy 2. So, ¢ 2 by ¢ 1 minus ¢ 2 by ¢ 1 is a constant so we can write r y 1 equal to some

constant k times by 2, which will mean that y 1 is a scalar multiple of y 2.
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In particular, two functions 1,(x) and y,(x) are called linearly
dependent on some interval / if they are proportionaloni.e, y,=k
y, or y,=ky, holdsforallxonl.

If the functions 1,(x) and y,(x) are not proportional on , they are
called linearly independent on /.

Example 1. ,(x) = sin 2x and y,(x) = sin x cosx are linearly
dependent on (-c0,0),

Example 2. ,(x) =x and y,(x) =| x| are linearly independent on

(v0,0).
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In particular the 2 functions let us say y 1 and y 2, they will be called linearly dependent
on some interval i if they are proportional. That isy 1 is k timesy 2 or y 2 is equal to k
times y 1 because when we take n equal to 2 in this definition, then if y 1 and y 2 are
linearly dependent then ¢ 1, y 1 plus ¢ 2, y 2 will be equal to O where ¢ 1 and ¢ 2 are not

both zeros.

(Refer Slide Time: 10:58)
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So, suppose ¢ 1, y 1 x plus ¢ 2, y 2 x equal to O; where let us say ¢ 1 is not equal to 0,

then we can write y 1 x equal to minus ¢ 2 over ¢ 1 into y 2 x. Minus ¢ 2 over ¢ 1 is some



constant. So, we can write or y 1 x equal to some constant k times y 2 x, where k is equal
to minus ¢ 2 over ¢ 1. So, y 1 is a constant multiple y 2, if instead of ¢ 1 let us say ¢ 2 is
equal to 0, ¢ 2 is not equal to 0. Let us say c 1 is equal to 0 then ¢ 2 must be not equal to
0. So, if ¢ 2 is not equal to O, then we can divide this equation by ¢ 2, and write we may
write y 2 is equal to minus ¢ 1 by ¢ 2 into y 1 x. So, this will be some constant let us say
some constant r, so r into y 1 x, where r is equal to minus ¢ 1 by ¢ 2. So, in either case y

1 and y 2 will be proportional to each other; one will be a constant multiple of the other.

Now, if y 1, y 2 are not proportional on i then they will be linearly independent on i. For
example, if you take the function y 1 x equal to sin 2 x, and y 2 x equal to sin X into cos x
then we know that sin 2 X is 2 sin X cos X. So, we can write y 1 X to be equal to 2 times y
2 X, which means that y 1 is a scalar multiple of y 2 and so y 1 and y 2 will be linearly
dependent on the interval minus infinity. Now in example 2; suppose we take the
function y 1 x equal to x and y 2 x equal to mod of x, then we can see from the graph that
they are not linearly dependent on the interval minus infinity to infinity. Y 1 x is equal to
x the graph of y 1 x equal to x is this line, thisis y 1 x is equal to x and the graph of y 2 x
equal to mod of x, this is y mod of x graph. So, we can see that x is not a scalar multiple
of mod of x. If x is a suppose if x is equal to mod of x then x is not a equal to some
constant times mod of x, because mod of x is equal to X when X is positive, and minus x

when x is negative. So, x and mod of x cannot be equal for some constant k.

Therefore, they are both linearly independent on the interval minus infinity to infinity.
Now we take the case of say 4 functions y 1 x equal to cos square X, y 2 X equal to sin
square X, y 3 x equal to sec square X, and y 4 equal to tan square X, we can see that they

are linearly independent on the interval minus pi by 2 to pi by 2.



(Refer Slide Time: 14:27)

Example 3. The functions y,(x) = cos™, y,(x) = sin’x, y,(x)=sec’x and
y,(x) = tan’x are linearly dependent on the interval (-1/2, 71/2).

Example 4: y,(v) = e, y,(x) = €%, y;(x) =¢** are linearly independent
on (-00,%).

o
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So, this interval is very important; here because you can see that this is sec square x is 1
over cos square X. So, if you go beyond minus pi by 2 to pi by 2, then what will happen
is that sec square x is 1 over cos square X, it will be 0 at pi by 2 and minus pi by 2. So,
Sec Square will not be defined. So, we can find ourselves and more over in tan square X
will not be defined at pi by 2 n minus pi by 2. So, we will consider the interval minus pi
by 2 pi by 2.

Now, here let us see we have y 1 equal to cos square x, y 2 x equal sin square X, y 3 X
equal to sec square x, and y 4 x equal to tan square x. We have to show that they are
linearly dependent on the interval minus pi by 2 to pi by 2. So, what we do is we have to
find our constant ¢ 1, ¢ 2, ¢ 3, ¢ 4 such that which are not all zeros such that ¢ 1, y 1 plus
c2,y2plusc3,y3andc4,y4isequal to 0. So, we have to find constantsc 1, ¢ 2, ¢ 3
andc4notallOsuchthatc1,ylplusc2,y2plusc3,y3plusc4,y4isequal toO.
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So, what we doisc 1,y 1; y 1 is cos square X. So, ¢ 1 times cos square X then ¢ 2 times
in square X, then ¢ 3 times sec square x, and then c¢ 4 times tan square x. We know that
sec square x is 1 plus tan square X. So, and we moreover we know that sin square x plus
cos square x is 1. So, let us choose ¢ 1, ¢ 2 to be equal to 1. So, that we have here cos

square x plus sin square x that is 1, and here we will have ¢ 3 into 1 plus tan square Xx.

So, let us take ¢ 3 to be minus 1. So, let us take c1, ¢ 2 be equal to 1 ¢ 3 equal to minus 1
and ¢ 4 equal to 1; then we can see that cos square X, plus sin square X, minus sec square
x plus tan square x; will be equal to this is 1 minus 1 plus tan square X, plus tan square X.
So, this will be equal to 0. So, we are able to find the constants c1, ¢ 2 ¢ 3, ¢ 4 not all
zeroes suchthatc 1,y 1 plusc2,y 2 plusc 3,y 3plusc4,y4isequal to 0. So, they are
linearly dependent on the interval minus pi by 2 to pi by 2.

And the example 4: we consider y 1 x equal to e to the power X, y 2 x equal to e to the
power 2, X y 3 x equal to e to the power 3 x. Let us show that they are linearly
independent on the interval minus infinity. So, in order to prove that they are linearly
independent, we have to show that whenever we writec 1, y 1 plusc 2,y 2plusc 3,y 3
equal to O it will always imply that c1, ¢ 2, ¢ 3 all are zeroes.



(Refer Slide Time: 18:51)

G +ac =0
#( MW‘”I WUl vopect f; 1, e fer

L
2¢enz o")c} 4, ()= ot

o b
YORTE
A, by Tor'x

Le
Ne Aot o Gl
5 2 G164 €y rapall

2° ¢ uo&.f/w#
446, MG 0 —{) c,7'+¢/:ﬁ+c3'

4 %4 CMH(D mx=6

-/ Thew
-
‘\

So, letussayletc1,ylplusc2,y2plusc3,y3isequal to0; thatisc 1 e to the power

We kmfu e*Se Y uer

D“"*"g@“ac we, kot

lu»(va\mmc
C +<lc 1o o

W mﬂ\mfuth, Cf)l+§"A~

zccHCc-o

val/'"‘j "‘ae

X, plus ¢ 2 e to the power 2 X, plus c 3 e to the power 3 x equal to 0. Our aim is to prove
that c1, ¢ 2, ¢ 3 all are zeros. Now we know that e to the power X is always positive for
every real X, we know that e to the power x is greater than 0 for all x belonging to r.

So, what we do is we divide this equation by e to the power x. So, dividing the equation
1 by e to the power x, we have ¢ 1 plus c 2, e to the power X, plus ¢ 3 e to the power 2 x
equal to 0; again divide this equation by e to the power x. So, we have ¢ 1 no, now what
we will do is let us differentiate this equation, this equation holds for every x belonging
to r. So, differentiating this equation with respect to X we have we get this is 0, ¢ 2, e to

the power X, plus ¢ 3 into 2 times e to the power 2 x.

So, we get this. Now what we do is we again divide by e to the power x. So, dividing by
e to the power x, we will get ¢ 2 plus 2 ¢ 3, e to the power x equal to 0, again this
equation is valid for every x belonging to r. So, differentiating with respect to x, we get 2
c 3 e to the power X, equal to 0. Now e to the power X is always positive; so this means
that ¢ 3 equal to 0, when ¢ 3 is 0 from here we get ¢ 2 equal to 0 and then ¢ 3 and ¢ 2
equal to O give us ¢ 1 equal to 0. So, we get c1, c2 ¢ 3 all are zeros. So, e to the power X,
e to the power 2 x, and e to the power 3 X, they are linearly independent functions on

minus infinity to infinity interval.
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Wronskian: Suppose each of the functions y,(x), y,(x), . . . ,y,(x)
possesses at least (11 -1) derivatives. The following determinant is
called the Wronskian of these 1 functions :

Yi /] w N
ir Y2 - Y

............

W .
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Now, let us consider the n functions. So, suppose we have n functiony 1 X,y 2 X, y n X
we have seen while doing these examples that it is not easy to check the linear
dependence independence by the by finding the constant c1, ¢ 2, ¢ 3, ¢ 4 and so on to.
So, it is, but. So, there is another process by which we can check the linear dependence
independence of n functions. So, if suppose we have n functions y 1, y 2, y n which
possess say at least n minus 1 derivative with respect to x, then we will check the value

of this determinant.

This is nth order determinant which we denote by Wy 1, y 2, y n and call is at the
Wronskian of these call is at the Wronskian of these n functions. So, in the first row we
have y1,y2,ynsecond row has first order derivatives of y 1, y 2, y n and the last row
has n minus oneth order derivatives of y 1, y 2, y n. We will see that this nth order
determinant in the case of in other in the case of n function y 1, y 2, y n which are the
solutions of the homogenous linear nth order differential equation, they will be linearly
independent if and only if the Wronskian of this n functions is not equal to 0 on the

interval i.

So, it is easy to check the value of the Wronskian of the n solution of the nth order linear
differential equation to decide whether they are linearly dependent or independent; let us

see how we prove this result.



(Refer Slide Time: 23:12)

In order to check whether  solutions y;, ¥/,, ..., ¥, ofa
homogeneous linear n'" order differential equation are linearly
independent, one can calculate the Wronskian of these
functions.
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So, let us consider an initial value problem; here this is called initial value problem
because we have a second order differential equation with 2 conditions y at x naught

equal to y naught, y dash at x naught equal to y 1which are called the initial conditions.

(Refer Slide Time: 23:46)

Existence and uniqueness theorem

Consider an initial value problem
y" )y +g(x)y =0, ylx)=y, and y'(x)=y,.

Theorem 2. If f(x) and g(x) are continuous functions on an open
interval |, then the initial value problem has an unique solution y(x) on
the interval /.
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So, second order differential equation of with 2 initial conditions is called as a initial
value problem. So, let us consider this initial value problem, if f x and g x are continuous
functions here on an open interval I, then this initial value problem has in unique solution

by x on the interval I, this is extended result. So, we shall make use of this result.



(Refer Slide Time: 24:28)

Theorem 3. Suppose that the coefficients f(x) and g(x) of the
differential equation

y"+f)y +g(x)y =0, - (2)
are continuous on an open interval /. Then any two solutions of this
equation on/ are linearly dependent on /if and only if their

Wronskian Wis zero for some x = x;, in|. (If W=0 for x=x,then W=(
onl.)
Continuity assumption in the preceding theorem can not be omitted.
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So, let us suppose that the coefficients effects in g x of this differential equation or
continuous in an open interval I, then any 2 solutions of this equation or linearly
dependent on the interval | if and only if. The Wronskian is O for some x equal to x
naught; if W 0 for some x equal to x naught then w is identically 0 on an I. So, here this
is a homogenous a linear differential equation, the 2 functionsy 1 and y 2 let us say the 2
solutions y 1 and y 2 of this differential equation will be linearly dependent if and only if
their Wronskian is 0 identically 0. So, this result can be extended to n functions we are
proving it for n equal to 2.

So, in the case of nth order differential equation, the n solutions will be linearly
dependent if and only if their Wronskian is 0. So, we will do it for simple for simplicity
we will do it for n equal to 2. So, let us see how we prove this result. So, let us assume
that.
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Let us assume that y 1 and y 2 be 2 solutions of the equation 2, which are linearly
dependent. Let y 1 and y 2 be 2 dependent be 2 solutions of the given equation which are
linearly dependent. Then why the definition of linear dependence then there exists
constants k 1 and k 2 say not all 0, such that such thatk 1, y 1 plus k 2, y 2 is equal to 0.
So, by the definition of linear dependence we arrive at 2 constants k 1 and k 2, which are
not all which are not both 0. So, that k 1, y 1 plus k 2, y 2 is the equal to 0. We have to
prove that the Wronskian of the functions y 1 and y 2 is equal to 0, for some x equal to x
naught in I. So, we can see from here that then k 1, y 1 dash, plus k 2, y 2 dash is equal to
0, differentiating this equation with respect to x we have k 1, y 1 dash, plus k 2, y 2 dash

is equal to 0.

So, from these 2 equations what we have y 1, y 2, y 1 dash, y 2 dash, this coefficient
matrix into k 1, k 2. So, this is a homogenous system of linear equations where k 1, k 2

are not both 0 therefore, determinant of this matrix must be 0.
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So, these imply that modulus over thisy 1,y 2, y 1 dash, y 2 dash must be equal to 0. So,
the determinant of the functions y 1, y 2, y 1 dash, y 2 dash is equal to O, that is the
Wronskian of the function y 1, y 2 is equal to 0. So, this proves that whenever the 2
functions y d 2 solutions y 1, y 2 of the equation 2 are linearly dependent, then their

Wronskian is 0. So, it is 0 for some x naught.
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Now, let us see we can prove the converse. So, for the converse let us assume that. So,

let us assume that the Wronskian W is 0 for some x equal to x naught in i. So, W x



naught W y 1 x naught, y 2 x naught is equal to 0O, that is y 1 x naught, y 2 X naught, y 1
dash x naught, y 2 dash x naught is equal to 0. We are given that the 2 solutions y 1 and
y 2 of the equation 2 are such that the Wronskian w is 0 for some x equal to x naught. So,
from that we have this determinant equal to O; now let us consider the system of
equations, k times y 1 x naught, plus k 2 times y 2 x naught, let us consider this system
of equations. So, here we see since the determinant of k 1 x naught, since the determinant
of y 1 x naught, y 2 x naught, y 1 dash x naught, y 2 dash x naught is equal to O; this
homogenous system of linear equations implies that k 1 and k 2 are not both 0. So, this
implies that k 1 and k 2 are not both 0.

And now then let us define y x equal to k times k 1 times y 1 x, plus k 2 times y 2 x.
Since y 1 and y 2 are solution of the equation 2, and equation 2 is homogenous equation
by the super cheap position principle, it follows that k 1, y 1 plus k 2, y 2 is also a
solution of equation 2. So, y X is also a solution of equation 2. Now from these equations
it follows that y at x naught is equal to 0, if you put x naught here k 1, y 1 x naught, plus
k 2,y 2 x naught is 0. So, y at x naught is equal to 0 and y dash at x naught is also 0 y
data y data y dash at x is equal to k 1, y 1 dash x, plus k 2, y 2 dash x, when you put x
equal to x naught, we fee and use this equation we get y dash at x naught equal to 0. So,
now, what do we see that y x is a solution of equation 2, and also y at x naught equal to 0

y dash at x naught is equal to 0.

Now, another solution of equation 2 is y star equal to 0 solution; that is 0 solution
satisfies the equation 2, and also y dash is equal to O satisfies y dash at x naught equal to
0, y dash y star dash at x naught equal to 0. So, this solution satisfies equation 2 along
with the 2, conditions that at x naught it is 0 and its derivative is also that are x naught.
Now let us apply the theorem uniqueness theorem adjutancy uniqueness theorem; this
theorem tells us that in when we have this homogenous equation or we have this initial
value problem where y at x naught is y naught, y dash at x naught is y 1, then the
solution is unique, the initial value problem has unique solution. So, the both the
solutions y x and this solution must be identical and therefore, y star must be equal to y.
So, we can say that y must be identically 0. So, k 1, y 1 x, plus k 2, y 2 x is equal to O for
all x belonging to 1. So, by the uniqueness theorem it follows that k 1, y 1 plusk 2,y 2 is
equal to O for all x belonging to I, and k 1, k 2 are not both 0 this implies thaty 1 and y 2

are linearly dependent y 1 and y 2 are linearly dependent.



Now,ylandy2;soy1landy 2 are linearly dependent, so whenever w Wronskian w is
0 for some x equal to x naught, it we have proved that y 1 and y 2 are linearly dependent.
Now let us apply the proof of the first part, in the proof of the first part we have shown
that whenever 2 solutions are linearly dependent then W is identically 0. So, here y 1 and
y 2 are linearly dependent, now use the proof of a first part to say that W is 0, W is

identically 0 on I.

So now, use now using the proof of the necessity part we have W is identically 0. So, this
theorem tells us that whenever 2 solutions of equation 2 are linearly dependent, then W
is identically 0 on I. Here the continuity assumption in this theorem cannot be omitted,
let us see why the continuity junction cannot be dropped here this is evident from this
example. Just take y 1 x equal to x cube for all real x and y 2 x equal to x cube when X is

greater than or equal to 0 and minus x cube when X is less than 0.
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Example. Let y,(x) = x* for all real x and y,(x) = x, when x 2 0 and

-x3 when x < (.. These functions are solutions of the differential equation
y"-G/x)y'+3/x°)y=0

forall x, the functions 1,(x) and y,(x) are linearly independent on the

x-axis, although their Wronkian is identically zero. This does not

contradict Theorem 3 because the coefficients in the above differential

equation are not continuous at x = 0.
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You can easily check that y 1 x equal to x cube satisfies this equation for all real x, and y
2 x equal to x cube when x greater than or equal to 0, and minus x cube when x less than
0; they also satisfy this second order differential equation for all x. So, bothy 1 and y 2
are now moreover we can see that y 1 x is x cube, for ordial x while y 2 x is x cube when

X is greater than or equal to 0, minus x cube when x is less than 0.

So, they are both linearly independent on the x axis one is not a scalar multiple of the

other. Although their Wronskian identically 0, we can easily check that Wronskian of y 1



and y 2 is equal to is identically 0. So, this does not contradict with theorem 3; here we
are seeing that although the function y 1, y 2 are linearly independent their Wronskian
turns out to be identically 0. This step this example does not contradict theorem 3
because the coefficients in this equation f x is minus 3 y X, and g X is 3 y x square they
are not continuous at x equal to 0. So, because of the fact that they are not continuous at

x equal to 0, it does not contradict theorem 3.
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Criterion for linear independence:

Let us consider that a,(x), a,(x),. .., a,(x) are the continuous
functions andlet y,,¥,,..., ¥, be n solutions of the homogeneous
linear n'" order differential equation

Y+ a,(6) Yl ()+ . ..+ a,(x) y(x)=0, w(3)

onaninterval . Then, the set of solutionsis linearly independent on /
ifand onlyif W(y,,v,,...,y,)#0 foreveryxinl.
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Now, when suppose we consider the nth order linear homogenous linear differential
equation, we are a 1 x, a n x are continuous functions then the then the result which we
proved for n equal to 2; this result can be generalized to n functions. So, we have the set
of solutions n solutions y 1, y 2, y nis linearly independent I and I if and only if Wy 1,y
2, ynisnotequal to O for every x in I.

So, that can be generalized to this nth order homogenous linear differential equation.
Now asety 1,y 2, y nof n linearly independent solutions of the homogenous nth order
differential equation on an interval 1 is called a fundamental set of solutions, and it can
be shown that there exists a fundamental set of solutions for the homogenous linear nth

order differential equation on an interval I .
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Theorem 4. There exist a fundamental set of solutions for the
‘ homogeneous linear n" order differential equation (2) on an interval |.

Example: The set of solutions sin 2x, cos 2x, e* forma
fundamental system of solutions of the differential equation

y"-2y"+4y'-8y=A0.
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For as an example we can consider the set of solutions sin 2 X, cos 2, X e to the power 2 X
these 3 functions we can easily check that, they are solutions of this third order
homogenous linear differential equation, and they form a fundamental set. Fundamental
set means we have to show that the 3 functions are linearly independent, which we can

easily show by using the Wronskian.

So, let us consider the Wronskian of these 3 functions, and show that these 3 functions

are linearly independent and so form a fundamental set.
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So, let us consider the Wronskian of these 3 functions. So, Wronskian so that the
function y 1 be equal to sin 2 x, y 2 be equal to cos 2 X, y 3 x be equal to e to the power 2
X, then Wy 1 y2 y3thisis equal to e to the sin 2 x, cos 2 X, e to the power 2 x. Next
row contains the derivatives. So, 2 cos 2 X, this will be minus 2 sin 2 x, then here we will
have 2 e to the power 2 x; and here second order derivatives of each of these functions.
So, we have 4 minus 4 sin 2 X, and then here we have cos 2 x into minus 4 cos 2 x, here

we will have 4 e to the power 2 x.

Now e to the power 2 x is strictly positive. So, we can take it for 2 x out of the last
column. So, e to the power 2 x and then we can take common from e last column and
then we take 2 and 4 from the first and second and third row. So, | will have here 8
times, what | have done is | have taken e to the power 2 x common from the third
column, and 2 and 4 from the second and third rows. So, 8 times e to the power 2 x.
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Now, let us add first row to the third row. So, we will get here 0, 0 and we will get here
2. Now let us expand it by the last row. So, we will have here eight e to the power 2 x
into 2 times, minus sin square 2 X minus cos square 2 X, which is minus 1. So, we get
minus 16 e to the power 2 x, which is in fact less than 0. So, the Jacobean is not 0 and
therefore, the 3 functions are linearly independent and so form a fundamental set of

solutions of this third order differential equation.
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Theorem 5. Let

Y=y, 0+ ey, () -(8)
be a general solution of the equation (2) on an openinterval I, where
the coefficients f(x) and g(x) are continuous . Let (x) be any
solution of equation (2) on / containing no arbitrary constants . Then
y(x) is obtained from (4) by assigning suitable value to the constants .
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Now, this last theorem tells us that if you take y equal toc 1, y 1 X, plus ¢ 2, y 2 x and it
be a general solution of the homogenous, equation 2 this then it includes all solutions of
equation 2. So, let us see how we get this. Let y equal toc 1, y 1 plusc 2,y 2 be a
general solution of equation 2 on an interval | where the coefficients f x and g x are
continuous, and y be a any solution of equation 2 containing no arbitrary constants, then
this y is obtained from 4 by assigning a suitable value to the constants. So, this general
solution includes all solutions of the equation 2. So, this is what is conveyed by this

theorem with this 1 would like to conclude my lecture.

Thank you very much for your attention.



