Predictive Analytics - Regression and Classification
Prof. Sourish Das
Department of Mathematics
Chennai Mathematical Institute

Lecture - 46
Hands on with R: Feature Engineer in Logistic Regression

Hello all, welcome to the Part C of lecture 13; in this video, I am going to talk about how to

model non monotonic relationship between the x and y using R.
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R version 4.2.2 (2022-10-31) -- "Innocent and Trusting"

Copyright (C) 2622 The R Foundation for Statistical Comouting

Platform: aarcné4-apple-darwin2d (64-bit)

R is free software and comes with ABSCLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details.

Natural language support but running in an English loccle
R is a collaborative project with many contributors.
Type 'contributaors()’ for more information and
‘citation()' on how to cite R or R packages in publications.
Type 'demo()' for some demos, 'help()' for on-line help, or
"help.start()" for an HTML browser interface to help.
Type "q0" to quit R.
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R is a collaborative project with many contributors.

Type 'contributars()' for more information and

‘citation()' on how to cite R or R packages in publications.

Type "demo()' for some demos, 'help()' for on-line help, or
"help.start()" for an HTML browser interface to help.
Type 'q()" to quit R.
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1 bet.seed(906)

2 N = 200 ## number of samples
3 xi= seq(-pi,pi,length.out=N)

NPTEL

> sample(1:1000,1)

[1] 906

> pi

[1] 3.141593

> set.seed(906)

> N =200 # nunber of samples
> x = seq(-pi,oi,length.out=N)
>

So, first I am going to create a script alright; so, first what I will do, I will set its going to be a
simulation study. So, I am going to put some number, maybe I will just draw a sample
random sample between 1 is to 1000 and 1 ok, 906, I will put 906 and then maybe I will just

simulate 200 sample ok.

So, number of samples that I will simulate, then I am going to simulate x or I will just create a
sequence of number between minus pi and pi. So, pi is already there value of pi if you just

play and length gth dot out equal to capital N.
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2 N =200 ## number of samples
3 k = seq(-pi,pi,length.out=N)

n

. Rt
Comsole Teminal - Baciground jovs =0
@ R4.22 - ~/howsloals Teaching/Reyressionand Chssiicaton NPEL)

[169] 2.16280499 2.19437879 2.22595258 2.25752638
[173] 2.28910017 2.32067397 2.35224777 2.38382156
[177] 2.41539536 2.44695915 2.47854295 2.51011674
[181] 2.54169054 2.57326433 2.60433813 2.63641193
[185] 2.66798572 2.69955952 2.73113331 2.76270711
[189] 2.79428090 12.82585470 2.85742849 2.§8900229
[193] 2.92057608 2.95214988 2.98372368 3.01529747
[197] 3.04687127 3.07844506 3.11001886 3.14159265
b
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1 set.seed(906)

2 open « NPTEL
2 N =200 ## number of samples
& }( = seq(-pi,pi,length.out=N)

3 ople RSt

Consot sl Backgroundjoos n

R R4.22 - ~/Dowoats Teacrng Regresion and. Chsscaton NPTEL!

[1] -3.14%59265 -3.11001886 -3.07844506 -3.04687127
[5] -3.01529747 -2.98372368 -2.95214988 -2.92057608
[9] -2.88900229 -2.85742849 -2.82585470 -2.79428090
[13] -2.76270711 -2.73113331 -2.69955952 -2.66798572
[17] -2.63641193 -2.60483813 -2.57326433 -2.54169054
[21] -2.51011674 -2.47854295 -2.44696915 -2.41539536
[25] -2.38382156 -2.35224777 -2.32067397 -2.28910017
[29] -2.25752638 -2.22595258 -2.19437879 -2.16280499
[33] -2.13123120 -2.09965740 -2.06808361 -2.03650981

So, if I just run this, then x will be like 200 values between minus 3.141 and 3.141; so,

between minus pi and pi there are 200 grids I have been created.
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2 N =200 ## number of samples
3 x = seq(-pi,pi,length.out=N)
4 e = rnorm(N,nean=0,5d-0.3)
52=0.01+045x+e

6
7

plot(x,z,pch=20,col="purple")

® R022--
[197] 3.04687127 3.07844506 3.11001886 3.14159265
> e = rnorm(N,mean=0, sd=0.3)

> set.seed(906)

> N = 200 # nunber of samples

> x = seq(-pi,oi,length.out=N) -
> e = rnorm(N,mean=0,5d=0.3) w

>2=0.01+0.45% + e R T
> plot(x,z,pch=20,col="purple") A )
. x

. Chslicaton NPTEL!

Now, what I am going to do is I am going to simulate some random numbers, I will call it e or
I will say, basically these are going to be my residuals rnorm how many samples, n samples
with mean equal to 0 and I am going to say sd equal to 0.3 ok. Now, z this is going to be my

latent variable, but for now z is going to be like 0.01 plus 0.45 times x plus e ok.

Now, if I plot x comma z, say pch equal to 20 and color equal to say purple, if I do that. So,
this is the simulated values of x and z and all x values are somewhere between negative
minus pi to pi z values and they have a straight line relationship as we have done here; so, but

z 18 unobserved, z is latent variable.
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2 N = 200 ## number of samples
3 x = seq(-pi,pi,length.out=N)
4 e = rnorm(N,mean=@,sd=0.3)
52-0.01+0.45+e 89
6

7 plot(x,z,pch=20,col="purple") o
8

9 y=z

10 y{z-0]-1
11 y[z<=0]-0

Consot sl Backgroundjoos =

R 1422 ol e eesiond Coscn T
> N = 200 ## nunber of samples
> x = seq(-pi,pi, length.out=N)
> e = rnorm(N,mean=0, sd=0.3)
>z=001+045 e
> plot(x,z,pch=20,col="purple")
> y=z
> ylzo0]=1 VT T T T T T
> y[2<=0]=0 ) :
>

L

So, what I am going to do? I am going to simulate the y’s ok. So, y equal to z ok, first [ am
going to define y equal to z and then I am going to say that first if z is greater than 0, you say

1, if z 1s less than equal to 0, then y is 0.
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2 N =200 ## nunber of samples
3 x = seq(-pi,pi,length.out=N)
4 e = rnorm(N,mean=@,sd=0.3)
52-0.01+0.45+e F
6
7 plot(x,z,pch=20,col="purple")
8

9 y-z 1
10 Mz-0)-1
1 0]-0
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9 y=z
10 y[z-0]=1
11 y[z<-0]-0

12

13 ## Define dataset D with x and y only
14 ## Vle pretend as if we never saw z
15 D = coind.data.freme(x,y)

-3.141593 0

1

2 -3.110019 0
3-3.078445 0
4 -3.046871 0
5

6

>

-3.015297 @ ) b

-2.983724 0 i L

modll = glm(y~x,data=D, fomily = binomial(link="logit")) h
>

Now, y are all either 0’s or 1 ok; now, so, y is the observed response. So, now, I am going to
define the dataset D with x and y only, define data set D with x and y only, we will pretend,
we pretend as if we never saw z ok. Now, what [ am going to do is D equal to cbind dot data

dot frame x comma y ok.

Now, if we just say head of t. So, these are my x values and these are my y values; so, y
values either 0 or 1 alright. Now, I am going to fit a glm, say sigma, [ will just say model 1 is
glm, y tilde x comma data equal to D and I have to say family equal to binomial link equals to

logit ok.
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10 y[z>0]=1
11 y[z<=0]=0
12 N

13 ## Define dataset D with x and y only

14 ## Vle pretend as if we never saw z

15 D = cbind.data. freme(x,y)

16

17 mod1l = glm(y~x,deta=D, family = binomial(link="logit"))
18 lsummary(mdll)

161 Coplew ¢
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(Dispersion parameter for binomial family taken to be 1)

Null deviance: 277.239 on 199 degrees of freedom T
Residual deviance: 64.882 on 198 degrees of freedom
AIC: 68.882

Number of Fisher Scoring iterations: 7

>
L
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veviance Kesiduals:
Min 10 Median 30 Max

-2.1810 -0.1106 -0.0089 0.1106 2.6930

Coefficients:

Estimate Std. Error z value Pr(>Izl)
(Intercept) -0.1014 0.3189 -0.318 0.751 =
X 3.2109 0.5644 S‘GEQ1 1.28e-08 ***
Signif. codes:
0 7 0.001 ' .01 ‘*10.05 ‘.7 €11 N oo

(Dispersion parameter for binomial family taken to be 1)
Null deviance: 277.239 on 199 degrees of freedom

Residual deviance: 64.882 on 198 degrees of freedom
AIC: 68.882

Number of Fisher Scoring iterations: 7

>

Now, if you do summary, summary modl 1; so, what is happening is, you see the coefficient
of x is statistically significant, it is very small p value, z value is very high. So, we can say
that as n it is positive; so, probability of y equal to 1 keep increasing as x value will keep

increasing ok fine.
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15 D = coind.data. frame(x,y)

16

17 mod11 = glm(y~x,dcta=D, family = binomial(link="logit"))
18 summary(modl1)
19 N
20 y_hat = predict(modll,data=D,type="response") RN
21

22 points(x,y_hat) 1

«
R R122 -

Null deviance: 277.239 on 199 degrees of freedom
Residual deviance: 64.882 on 198 degrees of freedom
AIC: 68.882

BackgroundJoos =
Regtesion and i Chsscaton? NPTEL

<<<<<

Number of Fisher Scoring iterations: 7

> y_hat = predict(modll,data=D, type="response")
> points(x,y_hat)
>

Now, what I am going to do, I am going to make some y hats, set predict, the model data
equal to D and type equal to response. So, first, [ am going to make some points, X comma y
hat ok, x comma y hat, oopsie, sorry about that. So, what I have to do is, what I will do, I will
just copy this and put it here and x and y and then points were like this, you can see these are

the true actual x and y’s.
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15 D = coind.data.freme(x,y) el Moo ) O Vi
16
17 modll = glm(y-x,dcta=D, family = binomial(link="logit"))
18 summary(nod11)
19
20 y_hat = predict(medl1,data=D,type="response")
21 plot(x,y,pch=20,col="purple")
22 points(x,y_hat)
23 points(x,y_haty)
24

an :
Comsot Teminal - Baciground jovs
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Number of Fisher Scoring iterations: 7
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> y_hat = predict(modll,data=D, type="response") N
> points(x,y_hat)

> plot(x,y,pch=20,col="purple")
> points(x,y_hat)

> plot(x,y,pch=20,col="purple") .
> points(x,y_hat) A

>
S

If I can I am doing it, its actual x values and the y values, y is all I taking at the 0 and 1.
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15 D = coind.data. Frame(x,y) n NPTEL
16

17 modll = glm(y-x,dcta=D, family = binomial(link="logit"))
18 summary(modl1)

19
20 y_hat = predict(medll,data=D,type="response")

21 plot(x,y,pch=20,ccl="purple")
22 points(x,y_hat)|

23 points(x,y-hat;, pch=20, col="red")
%

o6
*evecece,

«
R R422 -

e
> y_hat = predict(modll,data=D, type="response")
> points(x,y_hat) N
> plot(x,y,pch=20,col="purple")
> points(x,y_hat)

> plot(x,y,pch=20,col="purple")

> points(x,y_hat) T T
> points(x,y_hat,pch=20,col="red") ? i
. x

o.
LTI

0.0

And if I put the points x and y hat, and then I would be doing like pch equal to 20 with color
equal to red wonderful; so, now its nicely sigmoid curve, a nice sigmoid curve. And if the,

remember that if the underlying relationship is straight line, then this nice sigmoid curve will

work out very nicely ok. But what happens if the underlying relationship not necessarily has

to be you know straight line, that time we will, we may have a bit of a different situation.
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25 ### Beyond signoid curve and model n
26 set.seed(906)

27 N = 200 ## number of samples

28 x = seq(-pi,pi,length.out=N)

29 e = rnorn(N,mean=@,sd=0.3)

30 z = sin(x) - e

31

32 plot(x,z,pch=20,col="purple")

3

34

> points(x,y_hat)

> points(x,y_hat,pch=20,col="red")
> set.seed(906)

> N = 200 # nunber of samples

> x = seq(-pi,pi,length.out=N)

> e = rnorm(N,mean=0, sd=0.3)

>z =sin(x) +¢e

> plot(x,z,pch=20,col="purple")

>

So, beyond non monotonic's and sigmoid means it is basically the relation through
relationship will be always non monotonically increasing function. So, beyond our sigmoid
curve; so, we want to go beyond sigmoid and sigmoid curve and model non monotonic
relationship, tonic relationship ok. So, how we do that? Set dot; so, what we will do, we will

just copy this part; just I will bring it here.

And this is my old model and I am going to change this model to completely different model
sin x; let us see what happens ok, can it model. So, this is my y n x z plot x comma z, if I plot
x comma z, pch equal to 20, color equal to purple. Ok. So, this is the relationship between x
and z, but we are not seeing the z, this is the true relationship completely non monotonic

behaviour, but we do not see the thing ok.
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29 e = rnorm(N,mean=@,sd=0.3)
30z =sin(x) - e

31

32 plot(x,z,pch=20,ccl="purple")
3

34 y=z

35 y[2:0]-1

36 y[z<=0]=0

37 .

38

=
m
=

Backgreund Joos =
Represslonand Chsfcaton NPTEL]

® R422 -
[11000000100000000010000000000
[29]10000000000000000000000000000
[5770000000000000000000000000000
[85]0000001001100000100101110111
[113J11111111111121111111111111111
[4]1111111111111111111111111111
[69]11111111111111111110111101090
[197] 0001
>

ing!

So, if this is the situation and then what we can do? We can do the create the y’s exactly the
way we want, exactly the way we want. So, the y’s are now all initially few 1s, Os and the 1s,
some Os 1s; so, yeah; so, it is not that straightforward ok. Now, we are again, we are going to

define that x, y and we will going to pretend as if we have not seen the z, the underlying, all

we have the data x and y right.
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36 y[z<=0]=0
37

38 ## Define dataset D with x and y only
39 ## Vle pretend as if we never saw z -
40 D = coind.data. freme(x,y)

41 o
42 mod12 = glm(y~x,deta=D, family = binomial(link="logit"))
43 summary(mod12) 31

Coefficients:

Estimate Std. Error z value Pr(>lzl)
(Intercept) -0.2017  0.2021 -0.998  0.318 +
X 1.2252 0.1600  7.657 1.91e-14 ***

=== I
Signif. codes:
0 ‘¥ 0,001 ‘**' 0.01 ‘¥’ 0.05 ‘.’ @.1 ‘' 1 .

So, now we have that; let us try to model the, make the second model; let us make the second
model ok. If I make the second model, now you see second model also the x is sort of
statistically significant; so, that means, we are in a good shape. And if we want to have the

plot this, we want to plot this.



(Refer Slide Time: 13:31)

)
¥

P
1
i
izt
Ly,
ez

NPTEL - doc_updale -RSudo

O Untteat®

k

=
<
2
m
E

41
42 nod12 = glm(y~x,dcta=D, family = binomial(link="logit"))

43 summary(inod12)

44 y_hat = predict(modl2,data=D,type="response") o ... -
45

46 plot(x,y,pch=20,col="purple")
47 points(x,y_hat) 24
48 points(x,y_hat,pch-20, col="red")| 1
49
50

o6

«
R R122 -

AIC: 161.36

Number of Fisher Scoring iterations: 5 o

> plot(x,y,pch=20,col="purple")

> y_hat = predict(modl2,data=D, type="response")
> points(x,y_hat) d

> points(x,y_hat,pch=20, col="red") 3 44 828
>

0.0

Now, clearly, we have some data points here, some points here, some points here and some
points here. Whereas our points, now we have to have a y predit, y hat predit; so, let me just
take this y hat credit and instead of model 1, I need model 2. Let me just run the y hat predits
through and it is a constantly non increasing. These points looks like does not have that match

of Fa; so, it is going to be a straightforward model.
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46 plot(x,y,pch=20,col="purple")

47 points(x,y_hat)

48 points(x,y_hat,pch=20,col="red")

49

50 ## Feature enginzering for ncn-monotonic relationship
51 R
52 mod13 =glm(y~x+1(x"2)+I1(x"3),data-D, family = binomial(link="1
53 summary(modl3)

1.0
s

al - BackgreundJovs =
R R4.22 - ~/DowloatsTeading Reresion and Chsscadon NPIEL)

(Dispersion parameter for binomial family taken to be 1)

Cossot

0.4

1

Null deviance: 276.759 on 199 degrees of freedom N
Residual deviance: 70.884 on 196 degrees of freedom
AIC: 78.884

0.0

Number of Fisher Scoring iterations: 7

>

However, now what we are going to, we are thinking is, can we do some non-linear, non
monotonic feature engineering with for non monotonic relationship, for non monotonic
relationship ok. So, model 3 and then I am going to take, let us take this model directly and

then plus I x plus I x square. Actually, this should be square and this should be cube ok.
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Min 10 Median 3Q Max
-2.03479 -0.14049 -0.04413 0.13937 3.03864
Coefficients:
Estimate Std. Error z value Pr(>lzl)
(Intercept) -0.11523  0.41685 -0.276  0.782 24

x I 5.60231  0.93832  5.971 2.36e-09 ***
I(xr2) -0.08744  0.0725 -1.205  0.228
I(xA3) -0.60511  0.10767 -5.620 1.91e-08 ***

o6

Signif. codes:
0 ¥4k 0001 **' 0.01 ‘¥’ 0.05 ‘.’ .11

0.4

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 276.759 on 199 degrees of freedom
Residual deviance: 70.884 on 196 degrees of freedom
AIC: 78.884

0.0

Number of Fisher Scoring iterations: 7

And if you see summary of model 3, oops we yeah summary of model three what we are

seeing that coefficient for x and coefficient for x cube are statistically significant.
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46 plot(x,y,pch=20,col="purple")
47 points(x,y_hat)
48 points(x,y_hat,pch=20,col="red")

W el - —
50 ## Feature engineering for nen-monotenic relationship
51 el
52 mod13 =step(glm(y~x+I(x"2)+I(x'3),data=D
53 ,fanily = binomial(link="logit")))
54 summary(mod13) 3
@ R22 /oot Teschng/Rersion and Chiscaton L .
(Dispersion parameter for binomial family taken to be 1) "
Null deviance: 276.759 on 199 degrees of freedom o
Residual deviance: 72.373 on 197 degrees of freedom
AIC: 78.373
g B ———— -
Number of Fisher Scoring iterations: 7 % g7
3 2 4 0 1 2 3
5 X
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min 1y M"?"\(g‘ﬂ«iuﬂh;;wm kY Max
215731 013437 -0.04338  0.14801 2.94392

1

e -

Coefficients:

Estimate Std. Error z value Pr(>Izl)
(Intercept) -0.4578 0.3119 -1.468  0.142
X 5.5822 0.9276  6.018 1.76e-09 *** <
I(xA3) -0.6042 0.1060 -5.698 1.21e-08 ***

o6

Signif. codes:
0 % 0.001 ' .01 ‘*7 0.05 ‘.7 @11 >

0.4

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 276.759 on 199 degrees of freedom N
Residual deviance: 72.373 on 197 degrees of freedom
AIC: 78.373

0.0

Number of Fisher Scoring iterations: 7 5

>

So, what I can do, we can just even actually do a step function that will do a stepwise
protection stepwise selection, it will run. And if I do a stepwise selection, it will make the

model with only x and x cube that is for best model.
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49 % hbish + NPTEL
50 ## Feature enginzering for non-monotonic relationship
51
52 mod13 =step(glm(y~x+I(x/2)+I(x"3),data=D oo,
53 ,fanily = binomial(link="logit")))
54 sumnary(mod13)
55 y_hat = predict(medl3,data=D,type="response") 84

56 points(x,y_hat)]
57 points(x,y_hat,pch=20,col="blue")
58

5616 opievd)

o6

Consot BackgroundJoos =

R R4.22 - ~/DowsoatsTeaing Regresion and Chsscaton NPTEL!

AIC: 78.373

0.4

Number of Fisher Scoring iterations: 7 N

> points(x,y_hat)

> y_hat = predict(modl3,data=D, type="response")
> points(x,y_hat)

> points(x,y_hat,pch=20,col="blue")

>

0.0

And then what we can do, we can do a prediction based on model 3 and then now we can plot
actually, yeah now, if I do this. So, this is the predicted values and now if I just do the blue, it
is going to. So, the; so, this model; so, this prediction, this capturing the cubic relationship

between x and y, this model is capturing the cubic relationship between x and y.
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9 rp NPTEL
50 ## Feature engineering for ncn-monotonic relationship
51
52 mod13 =step(glm(y~x+I(x/2)+1(x*3),data=D o ...
53 ,family = binomial(link="logit")))
54 summary(modl3)
55 y_hat = predict(medl3,data=D,type="response") e

56 points(x,y_hat,type="b")
57 points(x,y_hat,pch=20,col="blue")

06

R R422 - . Chislicaton NPEL!

Number of Fisher Scoring iterations: 7

> points(x,y_hat)

> y_hat = predict(modl3,data=D, type="response")
> points(x,y_hat)

> points(x,y_hat,pch=20,col="blue")

> points(x,y_hat, type="b")

> points(x,y_hat,pch=20,col="blue")

>

0.0

Whereas, so, non relay non monotonic, when because if you look into the real data, there is a
sort of a, you know this is sin x that model does. Now, it is when I am giving higher order
polynomial, it able to capture that, because there are few points here and there and that kind
of gives you the best kind of fit. So, this is really the power of you know feature engineering

that we see; so, I am going to share this code in the NPTEL portal.

So, please have a look, try yourself, try different feature engineering, see how it helps you ok;
you can try to detect sin x, see if you use sin x, how good it would be, why not. So, you know
good luck with feature engineering on this, but that is how we do in classification, binary

classification; so, enjoy, see you in the next lecture, next video.



