Predictive Analytics - Regression and Classification
Prof. Sourish Das
Department of Mathematics
Chennai Mathematical Institute

Lecture - 13
Hands-on with Python Part — 2

Hello, all. Welcome back to Lecture 3, Part C. In this part we are going to do some Hands-on

on linear regression using Python.
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So, now first we will open our Jupyter Notebook.
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Here I am going to open Python 3 kernel.
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Linear Regression using Python
import some packages

In [1]: import numpy as np
import pandas as pd
import matplotlib.pyplot as plot
from sklearn import linear_model
from sklearn.metrics import r2_score

provide the file path

So, the first thing we are going to do is we have to first open some we will put some headings
say Linear Regression using Phython, ok and then I will write some more markdown. Say
some import some packages import some packages. So, what are the packages we are going

to import?

We are going to import numpy pandas for plot we are going to import some mac plot libraries
and scikit learn or sk learn. So, from import we are going to import sorry import numpy as np,
then import pandas as pd, then import mat plot library matpotlib dot particularly pyplot

require we do not need to import everything as plot.

And, then from sk learn sk learn import linear model linear underscore model and from k
sklearn dot actually there is n missing sk learn dot metrics import r 2 score. So, r 2 score is
going to calculate the r square. We have not studied the r square yet in the theory part we are

going to discuss the model evaluation of the r square very soon in next few lectures.



But, we will figure out in this python hands on how to calculate r square from a fitted model.
So, let us run this. So, all the packages are now imported. So, let me try to increase the size a

bit I hope this size is ok with you guys. So, first provide the file path provide the file path.
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provide the file path

In (2]: fp = '/Users/sourishdas/Downloads/Teaching/mtcars.csv'
Read the csv files

In [3]: data = pd.read csv(fp, sep=",")
check out the shape of the data

In|[]: data.shape|

So, fp equals to factor of Users sourishdas. So, you have to in this path you have to give the
path of the mt cars dot csv file. So, here the final file is mt cars dot csv and you have to give
the full path so that it can be called and then read the csv files. So, here read the csv files and
then data I am going to read the data pd dot read under square csv and I have to give the final

path and separated by comma.

So, without any difficulty data is being read now we are going to check out the first shape of

the data check out the shape of the data, ok.



(Refer Slide Time: 05:26)

* Bookmaks @ @ @ @ Doni Chan

File  Edit

ce I,

View

B9 CONA B9 Sourish's BookMark @ Finaxce Research.. M Gmail @ Maps (B News B Transhate

Insert

Cell  Kemel

Widgets

B+ &x&a0B 4% PRn B C MW Code

In [4]:

out[4]:

In [6]:

Qut[6]:

So, data dot shape is 32 cross 1. So, we have in this data we have 32 rows and 11 columns.
So, check out first few lines check out first few lines of the data ok. Sorry, it has to be a
markdown yeah now data dot head is the one. So, theta data dot head gives you the first five
lines of the data frame that you are handling. So, here miles per gallon is our going to be our

target variable and cylinder displacement, horsepower, rare axel ratio these are going to be the

our independent variables.

check out the shape of the data

data.shape

(32, 11)

check out first few lines of the data

data.head()

I
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EDA and Visualisation

In [7]: plot.scatter(data['drat'],data['mpg'])
Out[7]: <matplotlib.collections.PathCollection at 0x7fb06807ca60>
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Now, first what we have to do? We have to do some EDA and visualisation EDA and
visualisation by. So, I will put some mark on that maybe a third. Now, so, first we make some
scatter plot. So, data drat and data mpg if | run this so, you can see this it is plotting the data,

but it has not given any x-axis or y-axis. So, we have to give a name to the label we have to

provide a label to x-axis and y-axis.
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EDA and Visualisation

In [11): plot.scatter(data[ 'drat'],data['npg']))
plot.xlabel('Rare axel ratio',fontsize=16)
plct.ylabf].(‘mles per gallon',fontsize=16)

0uz[11]: Text(0, 0.5, 'Miles per gallon')
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So, plot dot xlabe we have to say what is the what is the in the x axis this is fair absolute ratio
we have to give a font size maybe 16 and similarly, we have to give Miles per gallon. So, now
if I Run it, sorry, we have to be xlabel there has to be misspelling error ylabel. Yeah, now it is

fine. So, let me just a little bit smaller.

So, on the y-axis we have miles per gallon and on the x-axis we have the rare axel ratio, ok.
So, if you do not put this semicolon you can see this text 0, 0.5 Miles per gallon is coming.
The last you know some message about the last line, but if you put this semicolon here, then

you will see it will not appear and it will look little better.

Next we are going to fit the linear regression model with rare axel ratio.
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Fit Linear Regression Model using drat
$\texttt{mpg) = \alpha + \beta \texttt{firat} +\varepsilon§

o

So, right Fit Linear Regression Model using drat ratio. So, maybe you put it like this you can
see it looks like the variable itself and some theory you can put about first we have to put your
markdown and then we can say that ok miles per gallon miles per gallon is a function of alpha

plus beta times t plus varepsilon.

So, if you Run it, so, you can see miles per gallon as a function of alpha plus beta times rare
axel ratio. So, you can put a little bit of space so that you have the things much more clearly

nicely done.
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wpg = uTp wavTe

In [13]: x = data[['drat']]
y = data(['mpg']]
In [14]: x

Ouz(14]):
drat

0 330
1330
2 385
3 308
4 315
5 276 x
6 321
7 389
B 32
9 392
10 332

1 307

Vr

Our job is to calculate the value of alpha and beta from the data. So, first thing is what is our
x? Our x is drat the ratio. So, we will call it as a array we will define it as array and y is miles

per gallon.



(Refer Slide Time: 10:54)

* Bookmoks @ @ @ @ DnChoscelns. B COVA B SourichsBookiak @ FnonceResearch.. M Gral § Maps (B News B Tinsite Fo
OF]
0 ‘\.)

File  Edit  View nsert  Cell Kemel  Wicgets  Help Trusted & \Pylmna(ipykemelj
NPTEL

B + @B % PRin B C H Code M=
3 308
4 315
5 276
6 321
7 389
8 392
9 392
10 382
1 307
12 307
13 307
14 233 13
15 300
16 323
17 408
18 493
19 422

2 370

Now, if I just say Run x you can see this is as array or y you can see this is a single array. It is

being read as a single array.



(Refer Slide Time: 11:08)

* Bookmaks @ @ @ @ DonMChancelns.. B CCVA B3 Sourish's Booklark @ Finance Researc! h. M Gmal 9 Maps [ News By Travslate sr‘”
Fie  Edt View nser  Cell Kemel Wicgets  Help Tusted ¢ | Python 3 (ipykernel) O N
NPTEL
B + ¥ @B 4 v P& B C W Code vo@ W
y = data[['mpg']]

Define LinearRegression model from linear_model moduleof sklearn
In [16): lm = linear_model.LinearRegression()
In [17): fit ml = lm.fit(X=x,y=y)

In [19]): intercept = fit ml.intercept ;
intercept

0uz[19]: array([-7.52461844])

In [20]: beta = fit ml.coef_
beta

0uc[20]: array([[7.6782326]])

In [ ]: y hat = intercept + np.dot(x,beta);
y_hat

Now, next first we have to define the linear regression from module from the scikit learn
define probably we just write define linear regression model from linear model module linear
model module of sklearn package. So, this is our first task and how we define this In equals to
linear model. So, remember that in the beginning we have from sklearn we have imported
linear underscore model. From linear underscore model we are defining linear recreation, ok

and we defining it as a In, ok.

And, now we are going to fit our first fit our model fit m1 joint of Im dot fit X equal to x and
y equals to y. So, it fitted the value and now from the model if we just say intercept
underscore. So, this is our intercept. This value is our intercept and similarly, if we just say
beta equal to fit underscore m1 dot coef underscore it will give you the coefficient value of

beta 7.6782.



Now, we are going to calculate the y hat values y hat values are intercept plus np dot product

between x and beta. So, if we just can write.
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In (21]: y_hat = intercept + np.dot(x,beta);
y_hat

Out[21]: array([[22.42048871],
[22.42048871],
[22.03657708],
[16.12433797],
[16.66181425],
[13.66730354],
[17.12250821],
[20.80805986],
[22.57405336],
[22.57405336],
(22.5740533¢],
[16.04755565],
[16.04755565],
[16.04755565],
[14.97260308],
[15.51007936],
[17.27607286],
(23.80257057),
[30.32906829],
[24.47752314],
[20.88484218],
[13.66730354],
[16.66181425],

121 118120141
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[16.04755565],
[16.04755565] ,
[14.97260308],
[15.51007936],
[17.27607286],
[23.80257057],
[30.32908829],
[24.87752314],
[20.8848421€ ],
[13.66730354]
[16.66181425],
[21.11518916],
[16.12433797],
[23.80257057],
[26.48995198]
[21.42231847],
[24.87752314],
[20.2705835¢ ],
[19.65632497],
[24.03291755] )

In[

So, these are fitted values ok these are fitted values. Now, what we want we want to check
that we also learned that this model can be fitted using OLS method and in the OLS method
using OLS method also we can calculate how the value of alpha and beta. And, we will use
OLS method to calculate the value of alpha and beta and we will check if the value of our

estimated method using OLS is matching with the sklearns estimated values.
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Out[20]: array([[7.6782326]])
In [22): y_ hat = intercept + mp.dot(x,beta);
Estimate a and f} using OLS and check the values against the estimates of sklearn .
y=Xp+e

OLS Estimator: ﬁ =(XTx)"xTy

I (23): |

out[23]:
drat

0 380
1330
2 385
3308
4 315
5 276

6 321

So, estimate alpha beta alpha and beta using OLS and check the values against the sklearn
estimates of estimates of sklearn. Technically they should match, but let us try to check it out.
So, what is our OLS method? OLS method is y equal to X beta plus varepsilon and OLS

estimator is hat beta equals to X transpose X inverse X transpose y.

So, we are going to use exactly this formula to estimate the values of alpha and beta. Our
estimated beta hat will be a 2-dimensional vector with the first component of the vector
would be the estimate of alpha or intercept and the second component would be the estimate

of slope.

So, let us try to estimate the alphas and betas. So, first let us see how our x looks like. So, our

x is a simple one dim 32 dimension vector or in a metrics terms is a 32 cross 1 column.
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OLS Estimatar: f = (X7 X)Xy
First define the design matrix X

In [26): n = data.shape[0]
n

ous(26]: 32

In [27): intercept _col = np.ones((n,l))
intercept_col

0us(27]: array([[1.],
(1.1,
(1.1,
(L1,
L1,
(L, ]
.1,
.1,
1.1,
(1.1,
(1.3,
L1,
(1.1,
.1,
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(1]
[1.]
1]
L]
(1]
[1.]
(1.1
(1]
1]
(1.3,
(1.1
L]
.1,
1.1,
(1.1,
(L1,
(1
AR N

So, we have to first define our design metrics. So, first define the design matrix X, ok. So,
first we need n. So, we know n dot data dot shape gives us the value of 32. If I just took O it

will give me the first component that will give me the value 32, let me to put that in n.

So, now I am going to define intercept not in intercept in intercept column as np dot ones n

comma 1. If you just Run it.



(Refer Slide Time: 19:06)

* Bookmaks @ @ @ @ DonMChacelns.. BJ CONA B Sourich'sBookMark @ Finance Research.. M Gmall @ Maps [ News By Travslate f
File  Edit View nset  Cell Kemel  Wicgets  Help Tusted ¢ |Pﬂmnaﬂpykemeh 0 i%
NPTEL
B + x@ B % PRn B C M Code M=

In (28]: intercept_col = np.ones((n,l))

In [29]: X = np.hstack((intercept_col,x))

In [30]: X
0us(30]): array([[l. , 3.9 ],
. .39
[1. , 3.85,
(1., 3.08),
(L., 3.15],
. , 2.7],1
L., 32,
1., 3.6,
. ,3.92],
1. , 3.9,
(., 3.92),
(1., 3.07),
. , 3.07],
1., 3.07,
L., 2.9,
., 3 1
(1. , 3.2,
[1. , 4.08],
(1., 4.93],
(1. ,4.22),
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3.92],

, 3.07],
, 3.07],
) 3,07,
, 2.93),
P31
, 3.23),
) 4.08],
, 4.93],
, 4.22),
PERRT
, 2.76],
» 315,
PRI
» 3.08],
, 4.08),
. 4.43],
., 377,
, 4.22],
, 3.62],
, 3.54],
, 411]))

And, capital X is equal to np dot hstack sorry, first is intercept column comma, x. Now, if you

look into it you can see it is a 32 rows comma 2 column. So, first column is all intercept and

the second column is all rare axel ratio, alright.
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out[26]: 32
In [28]: intercept_col = np.ones((n,l))
In [29]: X = np.hstack((intercept_col,x))
In [31]: Xt = np.transpose(X)
Xt
Ouz(31]: array(f(l. , 1. ,1. , 1. ,1l. , 1L ,1l. ,
P TR PR P O T PO
[P VRN PR PR PO PR P
(3.9, 3.9, 3.85, 3.08, 3.15, 2.76, 3.21,
3.07, 3.07, 3.07, 2.93, 3. , 3.23, 4.08,
3.15, 3.73, 3.08, 4.08, 4.43, 3.77, 4.22,
In[J]:

0 Moo 8 News B Trste

F O
| Python 3 (ipykemel) O g\%

NPTEL

Trusted

Lo, L
Ty 41
PR
3.69, 3.92,
4.93, 4.22,
3.62, 3.54,

L
7 1s
s Lo
3.92, 3.92,
3.7, 2.76,
4.11)))

Pl
R
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In [32]:

In [33]:

out[33]:

In [34]:

out[34]:

In [35):

out[35]:

I

Now, we have to compute the X transpose np dot transpose Xt. So, this is our X transpose
matrix and then we have to calculate the X transpose X matrix. So, basically this is a
multiplication between X transpose and X. So, it will be np dot matrix multiplication from

numpy we will call this matmul function and you will just provide X 2 function that we want

Xt = np.transpose(X)

XtX = np.matmul(Xt,X)
XX

array([[ 32. , 115,09 ],
[115.09 , 422.7907]])

XtX_inv = np.linalg.inv(XtX)

XtX_inv

array([[ 1.49082933, -0.40582621],
[-0.40582621, 0.11283725]])

Xt_y = np.matmul(Xt,y)

mpg

0 642.900
1 2380277

to calc. No multiply and this is my final X transpose X.

Now, what we have to do? We have to calculate the X transpose X inverse is for that from
numpy is linear algebra module. We have to call the inverse and we have to provide X
transpose X and so, that is this is our X transpose X inverse. Now, if we look at it is X

transpose X inverse X transpose y, now X transpose is a 2 cross n and y is a n cross 1. So, X

transpose y will be 2 cross 1 product.

NPTEL



So, let us calculate the X transpose y. So, np dot matrix multiplication X transpose and y if I

do that so, this is my X transpose y. So, I can just calculate that.
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[-0.40582621, 0.11283725]])

In [36]: Xt_y = np.matmul(Xt,y)

In [38]: beta hat = np.mktmul(KtX_inv,Xt_y)
beta_hat
out[38]:
mpg

0 -7.524618

1 7678233

In [39]: [fit_ml.intercept_,fit ml.coef_ )

0ut[39]: [array([-7.52461844]), array([[7.6782325]])]

Drav the straigh line through the scatter plots

And, now what I have to do? I have to just do another matrix multiplication np dot matrix
multiplication within X transpose X inverse and X transpose y. If I do that, so, this gives me
the beta hat. So, beta hat is this. Now, this is the OLS estimate we need to check against the
value of area of interest from the sk learn. So, from sk learn we just call this and fit m1 dot

coef. So, let us Run this.

So, these values are the first value is the intercept value negative second 7.52467. So, it is

exactly matching the OLS method with the sk learn. So, sk learn itself is also is implementing



OLS method ordinary least square method and 7 point slope is 7.678. So, we see how you can

calculate the analytic solution using OLS method for simple linear regression.

Now, what we will do we will, now since we have the alphas and betas we will draw a
straight line through these scatter plots. For that what we have to do? We have to calculate a
we have to write a ab line function. So, in r there is a nice function called ab line we will
write a small function called ab line and we will call that and we will use that to draw the

straight line through these scatter plots.

So, we will draw the straight line through a scatter plots ok.

(Refer Slide Time: 24:26)
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In [40]: def abline(slope,intercept):
axes=plot.gea()
x_vals = np.array(axes.get_xlim())
y_vals = intercept + slope*x vals
plot.plot(x_vals,y vals,'--")

In [41]: plot.scatter(data[ 'drat'],data['npg'])
plot.xlabel ('Rare axel ratio',fontsize=16);
plot.ylabel ('Miles per gallon',fontsize=16);
abline(slope=7.6782326, intercept=-7.52461844)
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Now, for that abline slope comma intercept the first we have to define the axes. So, we call

the axes from plot dot gca and then we will check out the x values that np dot array from the



axes. We will get the x limbs or x values and y vals will be simply. So, this could be the x
vals, the y values will be simply intercept plus slope times x values and then plot dot plot x

vals comma y vals and we want dot dot y.

So, let us the np line is ready now. What we will do? We will just pick this pieces flying here
and without disturbing it you will just go and plot it there and then abline is equal to slope is.
So, this is the value of slope equal to this comma intercept equal to. So, this is the value of

intercept. So, let me just Run this. Now, you can see this is the OLS fitted line through the

scatter plots.

(Refer Slide Time: 27:05)
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model evaluation
In [42]: R2 = r2_score(y,y hat)
R2

Ouc[42]: 0.46399516798508667

o]

Finally, we will do a little bit of model evaluation. I will just introduce the concept but using
how can you do this using a model evaluation because model evaluation is extremely

important component whenever you are fitting a linear regression you should do a model



evaluation. So, let us and r square is one of the metric very popular metric and we have

imported r square r 2 score from the matrix sk learn matrix module.

So, we will what we will do, we will just call that R 2 equal to r 2 score y comma y hat and
then just check it out. So, it is R squared for this fitted model is 46.39 or about 46.4 percent.
So, that means, about if you look into the miles per gallon whatever variability you have
about 46 percent of the variability can be explained by the rare axel ratio which is a very good

thing.

And, so, we will talk more about R square in the coming lectures and you can do lot of things.
We will with the you know with the sk learning python. So, we will stop here today and next

well see you at Lecture 4.

Thank you very much. Bye.



