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We will now discuss a very important topic : Eigenvalue problems. So, bounded openΩ ⊂ ℝ𝑁 

set bounded domain. Let us say . So, we look for and such thatΓ = ∂Ω λ ∈ ℝ 𝑢 ≠ 0 

− ∆𝑢 = λ𝑢 𝑖𝑛 Ω ;  𝑢 = 0 𝑜𝑛 Γ .

So, if there exists a solution so then is called an eigenvalue and u is called an(λ, 𝑢) λ

eigenfunction. So, the set is the eigenspace corresponding to .{𝑢 :  − ∆𝑢 = λ𝑢} λ

So, if alpha, beta constants u1, u2 are Eigen vectors Eigen functions you can also say

Eigenvector but usually we say function because we are dealing with functions. And therefore, if

u1 and u2 are Eigenfunctions lam alpha beta are constants and alpha u1plus beta u2 is also by

linearity and Eigen function corresponding to lambda so this is called the Eigenspace.

So, we can pose such problems for different boundary value boundary homogeneous boundary

conditions like Neumann condition, Robin condition and so on and so forth. And also you can

pose this problem for other elliptic operators but the main flavor of the results will all be shown



in this example, this standing example prototype for all of these cases. And therefore, we will

look at this in a little more detail.

Theorem: bounded open set bounded domain. Let us say . Then there exists anΩ ⊂ ℝ𝑁 Γ = ∂Ω

orthonormal basis and a sequence of positive numbers such that{𝑤
𝑛
} 𝑜𝑓 𝐿2(Ω) {λ

𝑛
} 

0 < λ
1

≤ λ
2

≤ λ
3

≤.... ≤ λ
𝑛+1

≤....,   λ
𝑛

→ ∞ 𝑎𝑠 𝑛 → ∞

and , and𝑤
𝑛

∈ 𝐻1
0
(Ω) ∩  𝐶∞(Ω) − ∆𝑤

𝑛
= λ

𝑛
𝑤

𝑛
 𝑖𝑛 Ω .

Further the dimension of the Eigenspace of each is finite.λ
𝑛
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proof: So, if weak solution of𝑓 ∈ 𝐿2(Ω),  𝑑𝑒𝑓𝑖𝑛𝑒 𝐺𝑓 ∈ 𝐻1
0
(Ω)   

− ∆𝑢 = λ𝑢 𝑖𝑛 Ω ;  𝑢 = 0 𝑜𝑛 Γ

So, then for every you have that𝑣 ∈ 𝐻1
0
(Ω)

Ω
∫ ∇(𝐺𝑓). ∇𝑣 𝑑𝑥 =

Ω
∫ 𝑓𝑣 𝑑𝑥 .



Then is continuous, we know this. Further, omega is bounded so𝐺: 𝐿2(Ω) → 𝐻1
0
(Ω) 

is compact (())(6:30).𝐻1
0
(Ω) → 𝐿2(Ω) 

Therefore, you can consider range of G𝐺: 𝐿2(Ω) → 𝐻1
0
(Ω) → 𝐿2(Ω)  ,  𝐺 ∈ 𝐿(𝐿2(Ω)),  

⊂ 𝐻1
0
(Ω) .

So, is self adjoint, in fact if f and g are in , then you have𝐺: 𝐿2(Ω) → 𝐿2(Ω) 𝐿2(Ω)

Ω
∫(𝐺𝑓)𝑔𝑑𝑥 =

Ω
∫ ∇(𝐺𝑓). (∇𝐺𝑔) 𝑑𝑥 =

Ω
∫ 𝑓(𝐺𝑔) 𝑑𝑥 

Ω
∫ ∇(𝐺𝑓). ∇𝑣 𝑑𝑥 =

Ω
∫ |∇𝐺𝑓|2 = |𝐺𝑓|2

1,Ω
> 0 𝑖𝑓 𝑓 ≠ 0 .  
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Spectrum of G consists of only positive elements because of this condition gff is greater than

equal to 0 of a sequence , eigenvalue, and there exists an orthonormal basis{µ
𝑛
}∞

𝑛=1
µ

𝑛
→ 0,  µ

𝑛
 

of Eigenfunctions . So, So, this implies of course the{𝑤
𝑛
} ∈ 𝐿2(Ω) 𝐺𝑤

𝑛
= µ

𝑛
𝑤

𝑛
 . 𝑤

𝑛
∈ 𝐻1

0
(Ω)

and G is positive definite, namely we have this condition here. So, this implies that , soµ
𝑛

≠ 0

you put and therefore you haveλ
𝑛

= 1
µ

𝑛
  𝑤

𝑛
= 𝐺(λ

𝑛
𝑤

𝑛
) .

𝑖. 𝑒.,  
Ω
∫ 𝑤

𝑛
∇𝑣 𝑑𝑥 = λ

𝑛
Ω
∫ 𝑤

𝑛
𝑣 𝑑𝑥  ,  ∀𝑣 ∈ 𝐻1

0
(Ω) .

And therefore, you have

− ∆𝑤
𝑛

= λ
𝑛
𝑤

𝑛
   𝑖𝑛 Ω

𝑤
𝑛

= 0 𝑜𝑛 Γ .

and since and therefore you can write it in increasing order.µ
𝑛

→ 0,  λ → ∞ ,  

And finally, if then by interior regularity theorem,𝑥 ∈ Ω,  𝑟 > 0,  𝐵(𝑥, 𝑟) ⊂ Ω ,

(By Sobolev embedding theorem)𝑤
𝑛

∈ 𝐿2(𝐵(𝑥, 𝑟)) ⇒ 𝑤
𝑛

∈ 𝐻2(𝐵(𝑥, 𝑟))..... ⇒ 𝑤
𝑛

∈ 𝐶∞(Ω)



So this completes the proof. We have shown the existence of all these things.
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Remark: so you provide thanks to Poncari inequality,  with the inner product𝐻1
0
(Ω) ,  

Ω
∫ ∇𝑢. ∇𝑣 𝑑𝑥 = (𝑢, 𝑣) .



So then is an orthonormal basis for{λ
𝑛

− 1
2 𝑤

𝑛
} 𝐻1

0
(Ω) .  

1

λ
𝑛
λ

𝑚 Ω
∫ ∇𝑤

𝑛
. ∇𝑤

𝑚
 𝑑𝑥 = (

λ
𝑛

λ
𝑚

)
1
2

Ω
∫ 𝑤

𝑛
. 𝑤

𝑚
 𝑑𝑥  = δ

𝑚𝑛
= 1 𝑖𝑓 𝑛 = 𝑚 𝑎𝑛𝑑 0 𝑖𝑓 𝑛 ≠ 𝑚 .

If then you have𝑢 ∈ 𝐻1
0
(Ω),  (𝑢, 𝑤

𝑛
) = 0 ∀ 𝑛,  

0 =
Ω
∫ ∇𝑢. ∇𝑤

𝑚
 𝑑𝑥 = λ

𝑛
Ω
∫ 𝑢 𝑤

𝑛
 𝑑𝑥 ⇒

Ω
∫ 𝑢 𝑤

𝑛
= 0 ∀ 𝑛 ⇒ 𝑢 = 0 𝑖𝑛 𝐿2(Ω) .

And therefore, so this implies that is an orthonormal basis it is a complete orthonormal{λ
𝑛

− 1
2 𝑤

𝑛
}

set for .𝐻1
0
(Ω)

Now if you want to write the Fourier expansion so if you write

𝑢 =
𝑛=1

∞

∑ (
Ω
∫ 𝑢 𝑤

𝑛
)𝑤

𝑛

𝑢 =
𝑛=1

∞

∑ (𝑢,
𝑤

𝑛

λ
𝑛

)
𝑤

𝑛

λ
𝑛

=
𝑛=1

∞

∑ 1
λ

𝑛
(

Ω
∫ ∇𝑢. ∇𝑤

𝑛
 𝑑𝑥)𝑤

𝑛
=

𝑛=1

∞

∑ (
Ω
∫ 𝑢. 𝑤

𝑛
)𝑤

𝑛
 .

And therefore whatever whether it is in or it is in this is the expansion for the inner for any𝐻1 𝐿2

function if you have. So, you so you whether it is the or it does not matter so the for the𝐿2

expansion is always.


