Sobolev Spaces and Partial Differential Equations
Professor. S. Kesavan
Department of Mathematics
The Institute of Mathematical Sciences
Maximum Principles — Part 1

(Refer Slide Time: 00:17)

Mivarom  FPrwc ples
e et

DR Lud opan adk. T80

@y, sy se 4, ellny Lag) Wiy emdn.

J 3ot we N WEen®
g g™
e
e
TR L Gl wen BINCED g rudRal

~

=% DY ek uder = (B, %
J;S'%:,Q‘U B-.JB’N. io‘c J;g:&-r

grewon T Re §U. Jeld,

Uy g;p,_;AS‘LJ w3 Ran wio wm )

W ig Cyso, §ro we T A L’*Z?‘fu Fe S

e — — s
- &4
Z aemn 7 e
g
T WY G e | we R UM R, ndoRal
(3 a2 acr fauobes fudx
"'\‘!‘ S S

= VR

~

grewon Mo Ko &M Rl

W% E s, w32 P Ran wio um )

W i Guse, §r0 w L A uz::‘«‘ﬁu e 52

O g_—,)a‘;u ,{,..JLJM J;m-f_u\ S 02 apw il
I | S

We will now study a very important property of second order elliptic equations. These are
called Maximum Principles, you might have come across this word already when studying
complex analysis and that is because the real and imaginary parts of analytic functions satisfy
they are harmonic. Therefore, they satisfy Au = 0and that is why you have maximum

principles there also.



So, throughout this section we will assume that () C R" bounded set and T = 9Q

aij , 1 <ij<N, a, € LOO(Q) . So, all these functions are the same and aij satisfies an

ellipticity condition.

. N .
So, let me remind you of that, so for every, almost every x € Qand & € R there exists an

a>0,

N
> a, (088> allEl”

ij=1

So, this is called the uniform ellipticity condition for these operators, so we have the

following theorem.
Theorem: Let f € L°(Q), u € H'(Q) N C(Q) be such that

N
f > aij(x) gz g; dx + faouv dx = ffv dx. ——————-- (*)
Qij=1 i Q Q

foreveryv € H Ol(Q). Then the following holds

Wiff 20inQ, u=>0inl,then u > 0in .

(ii)ifa0 =0andf = 0inQ, thenu > infru inQ.
(iii)ifa0 =0and f = Oinﬂ,theninfru S u<sup.u inQ.
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e A

NFTEL
4o R o and even then I commented that
M f i Thae B B Lalal: .

fu is greater than or equal to 0 on
Wi Eaan, w3 R wge Wl

Vit Gumo, D20 o A w2880 LT ase u equals u plus minus u minus
W) i Oyme, s I
! n
e e et et als mod u, since u is greater than

minus belongs to H1 0 of omega.

W Lodon w2 2 A ut u equals...we can set v equals i

juals u plus minus u minus. What

. A 0 s intersect only on the set that is

. .. .. . . + -

contained in, in fact it is contained in the set of all x sets ux equal to 0. And u, u ,u vanish
P

on {u = 0} and %, % = 0 almost everywhere on the set {u = 0}.

So, these are all properties which we prove whenever you have u equals constant, then you

have u plus du by d xi du minus by dx i there of course, the set may be of measure 0 that is a

different point, but then even if it is not of measure 0 this is always true. And therefore, if you

substitute, you have

N -

du_ 9 - -
fZ aij(x) a; ai’ dx + faouu dx = [ fu dx
Qij=1 J t Q Q




-2 —
|“dx = [ fu dx
Qij=1 Q
Now this f is non negative u minus is non negative, so this integral is non negative, a
naught.... I forgot to say that already, so this additional condition is a naught greater than

equal to 0 in omega, so these two conditions are necessary.
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So, a naught is non-negative u minus square this non negative, so this integral is also non
negative and by the ellipticity condition this integral is also non negative. Therefore, the left

hand side is less than or equal to 0, LHS is less than equal to 0, RHS is greater than equal to



0, so the whole thing has to be 0. If that is 0, then each of the terms on the left hand side is

equal to 0 and by the ellipticity condition,

ou -2
ox dx = alu | o

N _
du
0=] % a3
Qij=1 j

Poincare implies that u = 0 and therefore this implies that u > 0. This is the very simple

proof based on these sign arguments here. We get the first thing, this proves (i).

Now for (ii); let a,= 0, then if m € R s constant then u — m also satisfies (*). So recall

star, here this term has now disappeared and therefore you have fv which has nothing to do
with the u so if you put u minus m the derivative does not change and therefore u minus m is

also a solution of star. So, now if you putm = infF u, this implies thatu — m = 0 onT and
by (i), u — m = 0on (.
(i) if f =0, a,= 0, then you have if M = sup,. u andm = infF u, then you have M — u

and u — m also satisfies (*), and M — u and u — m are greater than equal to 0 on I' and

therefore this implies thatm < u < M on Q, so this proves this theorem completely.
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Remark: The above result is called the “weak maximum principle”.

You just have the sign of the data and sign of the solution on the boundary that determines the

sign in the domain. This is called the weak maximum principle.

’

Remark: proof depends on the fact that u € H' su" eHd" and therefore, no such

o : . . 2
principle for fourth order equations since such results are not available in H ().

This is purely a property of H " and that is why second order equations have this nice
property.
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Remark: if a, 2 0 in Q, results of preceding theorem also true for

fZa(x)j}jjﬁd +f2a—vdx+fauv-ffvdx— --------- (%)
Qij=1 Qi=1

forevery v € Hlo(Q).

So, this is a slightly difficult thing so we refer to the book by Gilberg and Trudinger. So, if
u = 0onT then of course it is both non negative, non positive and f = 0 on Q, then we
have then both u and -u are solutions. And this will be proven by the previous theorem since
the maximum and minimum are both on the u equals 0 should occur on the boundary and the

boundary the value is 0.

So, this implies u = 0 on Q. So, if you remember we said that the solution of this will be a d
dimensional subspace and the the general equation will have when f # 0, so when f = 0
the solution is a d-dimensional subspace of H ! (Q) and H ! O(Q) and the solution will exist for
the general f only if it belongs to the orthogonal complement of another d-dimensional

subspace in L’
But now, this shows that if a 0= 0, so solution for f = 0 is u = 0. Therefore, for every

u € LZ(Q), (**) has a solution. So, by means of the maximum principle we have if you go
back to the Dirichlet problem for this equation we said that f should belong to the orthogonal
complement of a d-dimensional subspace, where d is the dimension of the subspace of

solutions, when f = 0.

And now that if f = 0 the maximum principle tells you that the solution is only u = 0 and

that means d = 0 and therefore all of you have a solution for space. Now, the condition that

u€ec (5) that depends of course on the regularity theorems, which use the Sobolev

embedding theorem.



