Sobolev Spaces and Partial Differential Equations
Professor S. Kesavan
Department of Mathematics
Institute of Mathematical Science
Lecture 26
Sobolev Spaces — Part 1
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Sobolev Space:

We will now move to the core topic of this course, so we will discuss Sobolev Spaces, these are
subspaces of the L’ spaces and they form a natural setting, a functional analytic setting for the

study of partial differential equations of many kinds. So, in all that follows Q c R" will be an

open set, and then d() = boundary of omega.

So, if you have for instance a bounded open set, so this will be Q and this will be d(). So,

definition let m > 1 be an integer.
Let 1 < p < oo The sobolev space
w"@Q) ={uel”| Duel’(@Q), via <m}

so the two indices here m is for the order, p is for the exponent of the Lebasque as we will see in

a moment is defined by V|a| < m, so these are the multi indices as you know.



So, M is the order of up to the which you are considering the derivatives. So, u is an Lp(ﬂ) of

omega function so it is a distribution and it has distributions of all derivatives of all orders. So,
we want that the distribution derivative may or may not be Lp(Q) function so you want to show
that they are all LP(Q) functions or if, I mean if they are all LP(Q) functions up to order M, then

you say the space is Wm'p(ﬂ).

So, this is a vector space, so this is the definition of the space. So, this is a vector space, vector

subspace of Lp(Q) of omega and we endo it with the following norm.

So,if1 < p < oo, then you say norm

1

p
— a p
||u||m,p,g—( > Ip u”LP(m)

|o]<m

Now, you could define it in other ways also like for instance you could just define it as some of

P . . . .
the L (Q2) norms but they are all equivalent and we will see that this is a more convenient way to
have it in. So, this is especially in a when P=2 this is a good way to write it rather than just a

sum.

But otherwise you could write since given is a certain number of norms, norm linear spaces
when you want to associate with it jointly a norm then this is you could do it in myriad base, but

this is the one which you are going to choose. And if

o
ul|

p=co |lull, = max

la|<m 1D '@

Now, this max makes sense because we are only taking the maximum over finite number of

components. So, this is the space and this is the norm.
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So, now we have some

notations and conventions. So, the firstone if p = 2 Hm(Q) = Wz'm(Q)

p=2, so then it is somewhat special as we will see.

=11,y

And the corresponding norm we will say norm m, {0 will be stand for norm m, 2, ) so the norm

1, m, 2 so this is just a slightly shorter notation so we drop the index p, the parameter p=2 so if



this only two indices appear here then it is just the order and the domain because we know we

.2 ..
are in L, so this is the first one.

o [04
<uv> = Y [DuDv dx

laj<m Q

1/p
a ,,p mp
|u|m,pﬂ:( > JID u||Lp(Q)) ,UuewW ™), 1 <p < oo.

laj]=m Q

1/2
2
p=2ul = ( Yy J1ID%u| 2@ ) u € H'(Q).

lajl=m Q

H is for Hilbert and therefore we will see that in a moment.

2 . . . .
So, both are L functions so you can integrate and then that gives you an inner product and we
are assuming without loss of generality that we are all real valued, so the we are working in over
R for this. So, this gives you the norm, norm u square will be precisely the norm which we

defined for P=2,

(04
|u|m,oolQ = maxlal:m [|D u||me)8

So, why are these semi norms they have otherwise all the properties of the norm except when
this quantity is 0, it does not mean that the distribution is 0 because if the first derivative is 0 for
instance then you know it is only a constant and therefore you do not get it that it is 0, so these

are only semi norms.

(Refer Slide Time: 9:56)



C - R e 1y J

i .r,.l_‘._{:.
s’

lud = man 1l
med a
i Wi=rm Loy

o Foe Godiobreny e Dot ]E[n.) = “ﬁ?‘f:m (naa)

Hoves b we wnle \L\kb,‘i-';h e Wipe, B
we ()

L]
“lop

2
a e llny Wit =
P2 U ] “ Py mo,ﬁ_-

Oq.;

Then for consistency we denote LP(Q) = Wo'p(ﬂ), so if m, that is m=0, we have defined m > 1

in the Sobolev space, now we want, we will see later why this is consistent so the Lp(Q) is just

the case when m=0 that means no derivative is used, so that means just a function.

And if you look at the definition of the norms and so on that is precisely corresponding to

a = 0 and so |a] = Oand therefore Lp(ﬂ) . So, hence fourth, we write

ul,,0 fOfllulle(Q p#*2

))

[ull

|ul

o N lopa

2
p=2 uel @l =l ,

So, this is the, these are the definitions which we want to keep, notations and notational

conventions which we are doing.
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So, now if you take u € Wm'p(Q) sorry that means so what is this, this means u and all its first

derivatives are in LP(Q). So, now I am going to map it to the following thing so that

u e W(Q )Ymaps to (u, u  ou = _O0u ): Tu € (LID(Q))N+1

6x1 ’ axz e 6xN
So, this means that norm.

ell, 0 = 1T g v

So, this mapping the mapping T is an isometry from Wm'p(Q) into (Lp(Q))N+1 . So, this tells us

the first theorem which we want to do.
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Theorem:

The space Wl'p(Q) is complete so it is a Banach space. It is reflexive if 1 < p < oo. Separable
if 1 < p < oo. In particular H ! (Q)) is a Hilbert space because it is a complete inner product

space that is okay. So, proof, so let u n, so what we have to, we have just show that it every

Cauchy sequence converges.

Proof:

So, let {un} be Cauchy in Wl'p(Q). So, then this what does this imply? From the norm so that

means

[lu —u || <eg ,vynm=N
n m 1,p,Q

a du
m 1P
Il

N
S —u | <u-ull” + Y= <e
n m n m p ) P axi 6xi p

1,p,Q L(Q

0x.

L

Ju
= {un} is a Cauchy sequence in Lp(Q) and {—"} is a Cauchy sequence in

L’(Q),v1<i<N



ou

su —>u, —L-v, inL°(Q),V1<i<N
n X i

15
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Now, what is the meaning of the distribution derivative so then so let

aun _ a(p
Let @ € D(Q) then what do you have, that [ = ¢dx =— ) U = dx
Q Q '

ou
Now, I want to pass to the limit a—x" - v, in L’

L

Now, phi being C * function with compact support will be in all L’ spaces in particular in the dual

space of L” and therefore and that is a fixed function therefore I can pass to the limit so this will

converge to

fvi(pdx =— fu%f— dx
Q Q '

13

Now, u —u and Z—f isin €~ function, fixed C * function with compact support which is in all

13

the in the dual space and therefore this goes to u g—f. And this implies that
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So, this means that u ue€ w p(Q) because all its derivatives are in L” and consequent and of

ou

1, n , .
u uc€ w p(ﬂ) because U DU v, in Lp(Q) and that means un goestouin W 1, P of

15

omega and this implies that Wl'p(ﬂ) is complete.

Now, you take the mapping

u

N+1 ou .
Q), Tw) = (u, o axN) 1s isometry.

T:w'@Q) - (L")

Im(T) is aclosed subspace of (Lp)N+1(Q).

So, a close subspace will inherit all the reflexivity and separability properties of the original
space and an isometric isomorphic image of reflexive space is reflexive, separable space is

separable. And therefore, this implies that Wl'p(Q) is reflexive for all V 1 < p < oo and

separable V 1 < p < oo so this comes from the inheritance properties of that.
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So, remark so we have something useful from the proof which we have seen the above so let us

assume that this is a very useful technique which we remember.
So, let {un} be a sequence in Wl'p(ﬂ).

ou

u —u, in L’ (Q). Let {6—;} be bounded in L'(Q).

V1l < i < N. So, now if you take 1 < p < oo then Lp(Q.) is reflexive implies there exists a

subsequence you can choose a common subsequence for all of them, they are only finite number

du

™

0x

L

such that { } - weakly in Lp(Q).
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So, now let us again do what we did in the theorem so you have

ou
i — 99
£ pdx =— £un ox dx

0x

i

So, now you have a weak convergence and phi is in the dual space fixed function by definition

of the weak convergence this goes to [ v, @dx and therefore thatis [ vi(pdx = [u Z_;p dx.
Q Q Q i

And consequently, once more we show, we see again that

— du Lp
> v = ax,:uEW Q)

15

So, {un} converges u in LP(Q) and all the derivatives are bounded in Lp(ﬂ) itself says that the

limit is in W " () so you are able to get a lot of extra information from this, this is a very

useful consultation.

So, if p=1, Ll(ﬂ) is separable so if something is bounded in the dual space it will have a weak

star convergence subsequence and therefore same argument holds using weak star convergent

subsequence for W (). So, if you have {un} — u in L” and all the derivatives first derivatives



are bounded in L~ then you will get that u € Wl’m(ﬂ) and this is again with useful. So, we are
able to predict when a function will belong to this thing.
(Refer Slide Time: 25:03)
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Remark:

So, then another remark can extend by induction these results Vm > 1. So, in most of this
course I will only prove results for m = 1, sometimes I will prove for other m also but most of
the time it will be clear by iterating the arguments you can go on to higher and higher orders over
the spaces it is just technically more horrendous but otherwise no new ideas are involved and

therefore we will do that.

Definition: So, now important definition so we know that d omega is contained in Lp(Q) and

for D(Q) the distribution derivatives are just the classical derivatives and therefore they are also

¢” functions with compact support and in fact D(Q)) Wl'p(ﬂ), vm.

So, now comes the definition, we denote,

m,p

p —WQ
w,"™ (@) = D(@)



. . 1, . .
so if you take that closure so this is a closed subspace of W P (). So, important question

which we will not be able to fully answer, we will answer partially. So,

question
w " (@) c D(Q)??

so we will take some time to answer this question, we will soon answer it in the case of R

itself but for open sets we will answer it after sometime.
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So, now the some notations for so Case p = 2, 0 = R So, now if Case Case p = 2,

then if you look at

Hm(RN) ={u e L'R") | Du € L'RY), Vo] < m}



N
2 . . .
Now, on L (R ) we have the Fourier transform, so and the Fourier transform is, so square

integrable and for partial theorem the L 2 norm of a function and its Fourier transform will be the

same.

Therefore, and you also know that

|otf

pu®) = 2m)“tu®), £er"

ue H"R") o u e ARY), €u® e L’RY), V|| < m.

So, and so this is and the converse also true and consequently you have another way of looking

at the space.

So, now if you look at

a 2

a+Eh" 3 e

|a|<m
the same powers of § occur in both. So, this implies IM R o,M , > 0, which depending only on

the dimension N and small m such that

(04

M A+ EY s T 1 sm,a+ D

|a|l<m
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So, consequently we can equally, equal, so therefore we can equivalently define
m 2, N 2.m/2 " 2, N
H' @ ={ue "R | (1 + [ uE e L'®R) }
So, this is just the same as this statement, they are equivalent statements and therefore you can

write it this way.

And using the Plancherel theorem this implies that an equivalent norm in Hm(RN) is and we will

denote it by the same symbol we will not give it another thing, so you will have



ull®, e = S A+ B @I ds

R

So, this another way of writing the Hm(]RN) when p = 2 and its norm. So, this is another

equivalence and sometimes we will find that this is useful to know. So, we ask this question is

p p
Wom' =w ™ (). So, we will answer that question in the affirmative for Q = ]RN, which

we will do next.



