Sobolev Spaces and Partial Differential Equations
Professor S. Kesavan
Department of Mathematics
Institute of Mathematical Science
Lecture 25
Exercises — Part 3
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EXERCISES:

1)

We will now do some exercises. So, the first one,

let TeD(R") and @, ¢ €D (R"). Show that
T(e * §) = fN YO T(t @) dy
R
Well,T(¢ * ) €D (]RN), and therefore this makes sense that is

=] e Tt ) dy
R



So, whatis T(¢p * ) ?
Solution:

T * W) = (T * (@ = 1)))(0)

double chesh is back to the original function and therefore this is precisely, so by definition, by

definition of T star something.

@* W)X =(@* P)(-x) = [ (- x=»V0) dy = [ oy = D ¥(= y) dy

R R

=/ @ x =MV dy = (@ *¥)

R

T * ¥) = (T * (0" * ¥))(0)

And now we know we can everything is a C infinity function with compact support, T is a

distribution so we can use the various commutative associative properties, so this is
\% Vi V. Vi
= (T * @) * )0 = (T *¥") *@)(0)
I have used both the commutativity and associativity properties.

= /(T O)(= MV dy = [T V(= ) @ () dy
R R

= [T+ eIV (- y) dy = [ V) @ (= y) dy
R R

= fN(TTy@) U (y) dy = fN(TTytIJ) ¢ (v) dy
R R
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so that completes the solution of this exercise.
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2)

d* d

Second one, leta,b € R, L=—7F+a—— + Db
dx x

be a differential operator with constant coefficient is the usual standard second order differential

operator. Let f, g be smooth functions such that

Lf =Lg =0, f(0)=g(0), f£(0) —g(0) =1
Define
F(x) = f(x), ifx<0

= g(x), ifx > 0.

does not matter where I put the equality, I have put it this way so this is what.
Show that — F is a fundamental solution for L on R.
Solution:

So, solution, so we just have to compute, so let



¢ € D(R)
so we have to show that L(— F) = 6, i.e, L(— F)(¢) = ¢(0).

So, we have to show this

L= R =] - Flo — ag + be)dx
R

0 ) , 0 . ,
=_f —f((p — ag +b<P)dX+ J _g((P - ae +b(P)dx=]1+Iz

—00
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So, now let us compute each of these integrals and now so the first one

0 0 ,
| —flo)dc= [ fo'dc—f(0) ¢

o, , ,
= J fodx = f©) 90 +f O



so it is just a question of integration by parts, this is minus infinity to 0 of f phi dash dx and then
you have to take the boundary terms, there is no boundary term at minus infinity because phi has

compact support and so do all its derivatives.
0 0
J fe'dx=[ fo'dx+ f(0)¢ (0)

So, what is [ 1? So, I L 1s the sum of these two, there is one more term with the b and therefore we

will have to add all those three terms carefully. So, you have

0

I,=— [ (f +af +b)p dx = £(0) 9 (0) + f (0@(0) + af(0) @ (0)

—00

== f(0) @ (0) + f(0)¢(0) + af(0) ¢ (0)
Similarly, you go through the same rigmarole so you get

will be equal to only now the limit of the integration you have, the upper limit will give you

nothing the lower limit will give you everything, so there will be a minus sign involved.

So, if you do the calculation you should get
I,=9(0)¢(0) —g0)e0) — ag(0) ¢ (0)

So, L(— F)(¢) =1 +1,

= @ (0)(g(0) — F(O)) = (£ (0) — g (0)) @(0) + a(£(0) — g(0)) @ (0)
= @(0) = 8(0)
which is § so that proves.
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LetL= Y aD’ a €R
[04 [0

|a]<m
where a « are constants so this is a constant coefficient differential operator of order m. Let E be

a fundamental solution for L such that E belongs to C infinity of R . So, this E is a distribution
but if you restrict the distribution to the open set which is the complement of the origin you know
what that means then it coincides with that distribution generated by a C infinity function, this is

what we mean by saying
E € C"(R"\{0}). Let @ € D(R") such that @ = 1 in a neighborhood of 0.

(a) Then a, so the first part let P = ¢FE. Show that P € E'(]RN)and belongs that means it is

a distribution with compact support and that L(P) = & + ¢ where ¢ € D(]RN) such a
distribution which is, which when acted on by L gives you the Dirac plus a perturbation
of the Dirac distribution by a C infinity function with compact support is called a
parametrix for L. So, it is almost a fundamental solution but it is missing by means by the

addition of a C infinity function with compact support.
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solution: SO IS D(]RN)SO P(Y) = E(pY) SO if

supp(h) < (supp @) = @ = 0= P(Y) = 0.. Therefore, supp(P) < supp(¢) which is

compact =P € 8’(IRN) so that is complete.
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So, now we have to compute
L(P) = L(¢E) = (p( y aDEl+ ¥ ¥ ¢ aD’eD*PE
jal<m al<mpsa “P

ol

Cop = pim



now we apply the Leibnitz formula. this is a common name, we have given this formula and

therefore.

So, the here there are no derivatives of ¢ that term I have taken out separately and in the second
term ¢ is differentiated at least once, so that is the important thing. Now, what is the first term so

that is
is a fundamental solution of L, so that = @& + ¢ =6 + ¢
@ = 1 in the neighborhood of 0 and {0} = supp o.

And therefore, function § = @& that we have already seen earlier. So, this so we have this now
we have to show that ¢ about the term. Now, in each term summoned in ¢ so each term you have

@ 1s differentiated at least once that is
B#0= DB(p = 0 in the neighborhood of 0. So D PE e Cm([R{N\{O})
and D°¢ € ¢*R") = 0" P&y’ e ¢ (RY)
=g € C"R") supp(s) < supp @
= ¢ € D(R")

so we have shown that part of the exercise.
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Now, (b) deduce that if T € D'(]RN) such that L(T) € E(]RN) it means L(T) is given by a
distribution which is the distribution generated by a C * function. Then T € S(RN) as well. So,
we have a distribution L(T) = f solution of this differential equation if the data is C ~, namely f

is C”then you have T the solution distribution solution is automatically a C * function, so that is

w N
the power of this here. So, this comes because E € C (R \{0})

solution: L(P) = T = P * L(T), P has compact support.

by the properties of the convolution and so P has compact support implies L(P) also has compact
support, and therefore L(P) * T is well defined. So, we can write this, this is no problem that is

equal to

! N
=Pxf  where L(T) = f € &R"). Now, P € £(R ), f € &R") and therefore this

belongsE(RN). You have a distribution with compact support convolved with a C * function and

therefore that is well defined and you have this thing.
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On the other hand, you have
LP) *T=T*LMP)=T* (8§ + 9,
=T*0+T*¢=T+T=*g

ST=P*f—T*c¢e&R
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(¢) deduce that every fundamental solution for f, for L is C “ on ]RN\{O}.

Solution, if £ L is any fundamental solution then we have
L(E — E1) =0
o N
=>E—-Ee€C (R)
N
E1=E+g,gE€(]R)
o N
=>E €C (R\{0})

So, this is a very nice result what we have proved is a partial, one way I mean we have proved

the following fact.
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So, remark we have proved that if L is a differential operator with constant coefficients such that
3 a fundamental solution E which is in C”(R"\{0}) then L(T)=f€ ER")= T € ER") . So, we
have shown some kind of regularity theorem.

So, such an operator, converse is anyway true because if you, if this property holds or in fact it is
true for any omega that we can, we have not shown that, it is true if wherever the fis C “ T will
be € there, so if it is true, if it is in E (1) where () is contained in ]RN\{O} then T will be also

C Oo(Q) a so we have not shown that portion, we have only shown it for whole of R".

So, such an operator is called hypo elliptic. So, examples

% is a hypo elliptic operator, what is its fundamental solution, heavy side function which except

at the origin is a piecewise constant and therefore it is C . What about the Laplacian? Again,
either it is log |x| which has the only singularity at the origin or ——to the %, N-2 which again

|x|

is singular only at the origin, and therefore are all hypo elliptic.

And now we have, we showed that in

N =1, if ‘;—i = 0 = T is a constant. So, if in general N how do you do that?



N 2
N>1,Supp0se%=0, 1<i<N=AT) =Y ;”; =0

i=1 9%

=>TE€ S(IR{N) = T is constant.

So, that is how you prove it in higher dimensions and you use this particular result.
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So, then we will do the next

exercise 4, find all distribution solutions of the equation

"

u —uv =96 in R

Solution, so we have to find all solutions of this equation. So,

nr

letv  =u, v —4v =6
> —4v)=8§=>v —4v=808+c
" 0 0
> —4v) =0€C (R)=»velC (R)
because the fundamental solution of this operator is C * outside the origin, you know what it is
from the previous exercise for this particular operator. And this is a particular case of this excise,

so this function other than at the origin it is C * and so this hypo elliptic operator and therefore if

you have anything equal to C * then the solution will also be a €~ function. So, we are just going

to apply that particular function. So, this means that we know how to solve that then.

2

t —2t
:>v=Cle +Cze



=> W — 4v) =0:v=61e2t+62e _Zt—%

if you solve the differential equation the classical way so that is all you get.

Now, we are looking at the fundamental solution

" 2
(v — 4v) = & L=%—4 a=0, b=-4
X

in the previous solution, so let f,g € COO(IR{) L(f) =L(g) =0 f(0)=g(0),
f(0)=g@© =1

g = 0 and then you take , f = ae’ + Be_Zt, a+ =0 20—-—2=1
1 1

(Refer Slide Time: 36:01)

r

Furd =g Fe {‘Lg - le , t<o
& L

o PR LE

2r 3
e L F +ee 452 — 4

;Mﬂuﬁt
%

NPTEL

weo! =P el oae gt

(-]
Flore ~Fleds L (& d¥ g

Sllﬂud A&n) ag ey ok LN‘GJﬁ foon)

b

=L
k
=
w= B 42T —ac,
ECENCECTTEDTY




Y

way' T F *Jx_;:" '%Lbo:_u

Ry,

NPTEL

L]
Flove -Fleds 2 (7 d¥)auat

-

R R s

-

! Lr -
we F 4 age —age € L, alr. cawnbedr .
IPAVIFR ;": ?g Lé? réz}\ £ <op
o Lt ze
—_—

So, what is the fundamental solution? So, fundamental solution is given by

1
F—4e — —e

2 -2

v=F+ Cle s Cze ‘o %, And therefore, you get
u=v =F + 2tCleZt— ZtCze_Zt

So, now we just only have to compute what is F .

’ 0 t —2t !
So, F(@) == F(@) =5 [ (" —¢ o (t) dt

0
=— L[ @e" + 2)9 (©) dt

And then there will be no boundary terms because you just have to evaluate it at 0 ¢(0) is there
this is also give you 1, this will give you -1 and therefore that will get cancelled, so there are no

boundary terms, no boundary terms. So, I have just done the integration by parts. So, you have

that u equal to, so all the solutions,



u=F + ZCleZt - ZCze_Zt , C1, C 2 arbitrary constants .

1,2 -2t
F=—=( +e ) t<0

=0 t = 0.

so this completes all the solutions of that differential equation. So, with this we will close this

chapter, we have come to the end of the theory of distributions as I, as much as I wanted to

present. So, we will next start the chapter on Sobolev spaces.



