Sobolev Space and Partial Differential Equations
Professor S Kesavan
Department of Mathematics
Institute of Mathematical Science

Exercise - Part 2
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Before we continue with further topics on distributions, we will do some exercises. So, first 1,

let T € D'(R) and @ € D(R). Does either of the following statements imply the other

(@ T(e) =0,



(b) T = 0.

So, we have 2 statements and we want to know if (a) implies (b) or (b) implies (a). Now, what

do we guess from this, first one is a very weak statement, it just says T(¢) = 0.

You cannot expect really that it should have widespread repercussions whereas, phi of T equals

0 is a statement which refers to all C infinity functions because @T = 0, means @T (¢ 1) =0
for every @, € D(R). So, you can expect (B) to be a strong statement and therefore, we do not

really expect a to imply (b) but (b) might imply (a), we have to check that. So, let us first see

the following. So, we will give an example. So, let

T=§
andlet @ € D(R) such that @(0) = 1 and @ (0) = 1.
So, then what is T (¢ )?

T(p)=28() =—¢'(0)=0
Whereas, what isqT?
eT(W) = T(ed) = &'(eY) =— 8(o'V + V')

=— Y'(0)e(0) = Y'(0) = &) * 0.

therefore you have that (a) does not imply (b), as it is to be expected. Now, let us assume (b)

true, therefore you have T = 0, what does it mean, this means that for
U € D(R) youhave (¢T)(¥) = T(e¥) = 0,
So, we want to know in particular this T¢p = 0. So, let us take
K = supp(@) compact and let us take Y = 1 in a neighborhood of K and ¢y € D(R).

So, we know that such cut off functions exist. And therefore, you have then, what do you have

(1 — )@ = 0 Now, ¢, ¢ is identically 1 in the neighbourhood of the support ¢, so this is 0



in the neighbourhood of support of ¢, this is 0 outside support of Y. So, this is identically 0.
So,

T(e — Yo) =0

T(e) =T(ey) =0

because that is given and therefore,

T(p) =0,

so (b) implies (a). So, that is the exercise.
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Second one.

Let T € D'(R) for such that X°T = 0. Then show that there exists cyC, € R such that
_ !
T=c 08 +c 18 .

. . 2 oL . .
So, this means that if you have support x T = 0 then T must be a combination of Dirac and its

first derivative only.

So solution, so, let @ € D(R) and supp(¢p) € R — {0}. So, we have a, what do we expect at

0 x is 0, outside 0 x is not 0 and we expect it to be 0, roughly these were functions that is what



would happen, and that is what we are trying to show also for the distribution. So, we want to
show that the support of T is at the origin, in this case T will be some linear combination of

Dirac and its derivatives.

So, we are first going to show that the support of ¢ is that. So, for that we look at, support of

contained in R — {0}. Then you take

() =22 e D(R)

X

because this has support away from the origin, therefore when you divide by x square it is
perfectly well defined at the origin, near the origin the function is 0 and therefore, division 0

does not matter. So, this is a function which is very defined and it is in D(R).

Therefore, you can have, but
2 2 2
xT=0,50xTW) =0=T(x ) =T(p)

So, T = 0 for all ¢ such that support of ¢ is away from this. So, what does this imply, T

vanishes onR — {0}, so that is the largest possible open set you can have and therefore,

supp(T) = {0}.
So, this implies that there exists a k and C 0 < k < isuch that we have proved this

koo
T=YcD6
i=0 "

.. 2
So, this is what we have. And then, but we are, we also have that x square x T = 0. So, let us

take

. 2 . .
D's(x @) = (— 1)'8(D'(x"@))

(- 1)i8(x2(p 0) +( il) 2x(p(i+1) +( iz)z(p(i—Z)

= - 12 )e" 7O



so, I have used some different notation, so let just say delta acting on D(i)xch. Now you apply

like this formula.

And thereafter there would not be any more derivatives because x square will not have any

more derivatives after that. So, if i is bigger than 2 this is what we have.
so choose @ € D(R) (p(i_z)(O) = 1, all other derivatives up to k equal to 0.
And this will imply if you, then if you apply it to
:>x2T((p) = 0:>ci= 0
. Therefore, so this implies that
c.=0,Vi=2
=>T = 008 + 018(1).

So, you just plug it in and you check the fact.
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3),let € D(]R{Z). Define

T(p) = ﬁcp(x. — x)dx

(1) show that T € D'(]R{Z) that it is a distribution.
(i1)) What is the order of T?

(1i1) What is the support of T? and



. T T
(iv) Compute —~ — -

So, solution — so let us take supp(@) < [— q, a]2 and let us say || < M

IT(@)] < [ lo(x, — x)|dx < M2a = 2al|g],

—a

=T € D'(R%)

and order of T = 0 because you have such an inequality. Remember we proved the theorem
for every phi if you can prove such a thing with a constant depending on the support of ¢

which here it is 2a.

And therefore, you and here have an independent of the support this for all seen for the D
functions with compact support and therefore, the order of T is 0. So, that solves (i) and (ii), =

what about the support of T. So (iii) so let us take
2 2
supp(@) cR - {(x,y) ER|x+y =0} =2 ¢, —x) =0=>T(p) = 0.

=supp(®) € {(x,y) ER| x +y = 0}

But if you take line y=x, you can always find a function which is supported in any part of that

line. So, the integral will not be equal to 0. So, in fact, you can say that

2
= supp(¢) = {(x,y) ER|x+y =0}
So, now, let us compute the derivative.
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So, what is

x y

__©
¢ =
I am just using that notation. So, and what is that equal to,
=/ (e — %) — = (x,— x)]dx v = o~ x)
— (D g, — dy — %) — —
= o dx =0 =5 =0 (x—x) cpy(x, x)



but ¢ has compact support, since ¢ and hence Yhas compact support. So, this implies, so

this is true for every ¢, so

r__r
x y

= 0.

(iv), compute

lim —— in D'(R)

£e—>0 X +e

Solution, so let @ € D'(R ).
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So, we have to look at

: d
lim sf%f??
e>0 R x +e

f <p(x)dx f o(ey)dy
R P R 1+y2

So, that will just give you that.

So, I am going to write this as integral over R.



—(0)d d
ety () 2
R +y R 1+y

1
1+y2

so, f(¥) =

is integrable over R.

So, you can check that. So, away from the origin, this is near the origin this is a nice continuous

function it does not vanish and in the neighbourhood of the origin and away from the origin it

is less than equal to Lzand which is a integrable function. And therefore, you have that f(y)is
y

integral.

So then, and also you can compute the integral,

(o]
[Y—=2f——=2tan””| " =1
R 1ty o 1ty 0

So now,

@(ey)—9(0)
2

converges to 0 pointwise and
1+y

|W| < 2|lol|_ ! is integrable

1+y2

(Refer Slide Time: 21:34)

i

@lep- 00) 5 D pProine

l+y>

EN-g8)| < 2qly, A ebegelle
\\ue_::b_q\ ‘?Wawv“’&ﬁ‘

f.7 4

3
3
)
N
S
s
S

=
-l
=R
m

DCT =D gj,m \S Py Sy :_",Tce(a\ = "\‘S(QX
E~>0 237
TS )
lw g =75 o @)
£-0 a g™
(B Sheothat D) % ancSude N EG)

LB R e £ upao)m%-d 3@}@“*-’“3 R, ﬂjﬂc'
N




] o ¥ ‘e'Z'RS e
CQ

up N Pogp @ £a07)

\S*?;Cgb\ Q/o) ﬂ‘éﬂ' +CQ(0\\S§__

S

$ge L »J@v&ﬂuﬁﬂ?. J‘:ﬁj - aj - .zlmg \

=

aplep - ?(O\ — © ‘_}—wf’\.xz_

lry>
\ @Rley) — Qb) L2l m&:ﬁﬂ&ﬂg
T L
S B S i
£~ Q 235
I

i & 7S o @)
f-5  ater

J—

(Bler Shoothot DG 3y SN E@2)

LD R e ERE) P thao Had  Dp e D @) R, ‘\’r“‘z )
Rt

Sy LE g ed®) Gy ozqual-
() RpZ 1 s oelod & Bloyn), A

) bR, & Bl VA

G EE@)  Connide @V EDWY up(a) e B ©o0)

AT
(Dl Ghoothod D W) i Sl SeclIe N @)
L0 B e ERY) P20, thoo ed T eD @) B2, g%

L Z(R)

S 9 L @ e D@D Gy esga)
() RaZ 4 sim oedod. & Elo3n).
i) &apq, & B o)
W eEM) ool @V €D auplty) ¢ B o)
o i i B
3a, - -Fa n2A, KQ@C&;A)-




Therefore, by the dominated convergence theorem, we get the limit we know what the limit is,

so we have

lim [ % = 1¢p(0) = 18(0)

e>0 R ¥ TE

So, the first term goes to 0 by the dominated convergence theorem and the second one we just

know computed that is equal

Therefore, lim ——=n8in D'(R)

£e—0 X +¢

(v), have already used this and I said it is very easy, so let us do this when we discussed

compact, distributions with compact support. So, let

(a) show that D(]RIV ) is densely included in S(IRN ). And

(b) . if Y € E(R" ), W 2 0, show that there exists ¢ € D(R" )¢ = 0, =\ in

eR")

So, you can approximate any non negative c infinity function by a non-negative c infinity

function with compact support.
So, this non negative D can be the, so solution. So, again very, very easy. So a, so let us take(pn

let¢ € D(R" ), such that

) 0<¢ <1,
(1) ¢

(i1) ¢ = 1 in the neighbourhood of E(O; n)

(iii) supp @ < B(O;n + 1)



you can put anything bigger than n here it does not matter what you are going to put here.

So this, is given. So now let take

Yy €€ R" ) and consider @ Y . This is my product of a distribution with compact
n p

support and seen, I mean seen infinity function with compact support and see infinity function,

so then this

cpntp € D(RN )In fact supp(ey) c E(O; n) . So that is compact.

So, now let K be any compact set. Then for the n, so Elnosuch that for In > n o We have,

K c §(O; n) after some time you can absorb it in any big ball. So, since it is a compact set.
So, compact sets are bonded and therefore, you can put them inside any big ball after

sometime.
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So, on K we have that ¢ = 1, so (pnljJ = . So, trivially these functions agree on terminally

on any compact set, so this implies that

. N
¢ > inER").
And therefore, you have approximated everything. Now if

Y > 0, clearly (an|J > 0.

So, that completes. So, we will stop with this and now we will continue with some further

topics in the theory of distributions next time.



