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Conditional, Joint and Marginal Distributions 

So, we were doing so far independent random variables. And we did one computation about a 

bunch of random variables being independent, and how to use that an iid in fact they were all 

geometric P and they were able to use the fact that we use the use the kind of iidness to 

compute the probability that all in the begin equivalent j. This one standard computation, one 

can do in independence. So, now comes the next important concept, random variables are 

dependent. How does one understand? So, that whole concept is called conditional 

distributions. 
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So, section 3.2.2 in the book, these are called conditional distributions. Conditional, so there 

are 3 important concepts which I will do this week, conditional independence, and joint and 

marginal distributions. So, the idea is that, let us start with a simple example, start with 

simple example. So, we will start with an example. So, suppose we do a two-step experiment. 

So, we start with a simple example. I will not number it. So, suppose let us say, we chose a 

number randomly from the set say 1, 2 first step. So, let us say and let us do a computation let 

let us say let X denote the outcome. 

And then what we will do is the second is step 1 of the experiments, let us say step 1 of the 

experiments. Step 2 of the experiment is you toss a coin X times, X times you toss a coin X 

times. And note down say the number of heads, note down the number of heads. So, here 



again, we say, let us say let us go here, and let us say let Y denote the outcome. So, how does 

one understand this? So clearly, we do, the experiment depends on each other, 2 depends on 1 

very clearly. You choose a number between 1 and 2 and then, depending on the outcome you 

get, you toss a coin so many times. 

So, clearly let us clearly the step one, may they did not appear clear I will use different colour 

so it is clear for you. So, clearly 1 and 2 or let us say or even this may not be that clear, 

clearly, but what is clear is 2 depends on the outcome of 1. So, then the idea is the following 

that so let us try and understand how to let us try and understand. So, first is range of X, 

range of X is just 1 and 2, range of Y, so that is a little tricky. So, X is 1, the range of X can 

be only 0 or 1. But when X is 2 range of X range of Y can all we have 0 1 or 2. And if you 

have 2 if you toss a coin twice then you can go and. 

So, now clearly so the idea is that one important outcome of this experiment is that X and Y 

are not independent. That is something you have to, you have to think about. But so 

intuitively it is clear, because, clearly, depending on X values of Y change. So, in some sense, 

the X of X outcome of Y. Let us try and see, let us try and understand how to quantify this? 

How to quantify this? So here, one has to be, one has to just think a little bit and understand. 

So, X is easy to understand. X is just the distribution of X is easy to understand. So, let us see 

what is easy Let us see. 
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So, the chance that X is equal to 1 is the same, so what is all clear? Just write it down. So first 

come first is the following so the chance that X is equal to 1 is the same as half. And that is 



the same as chance at Y is equal 2, X is equal to 2. This X is uniform as X is uniform 1 

comma 2. So, that is clear.  

So, the distribution of X is easy to understand, now how do you understand the distribution of 

Y? So, what is Y? Y means, if you know, you get outcome X, you toss a coin, X times and 

you find the number of X. Let us say so then the idea is that so Y takes the value 0, 1 or 2. So 

what do you know what Y? So, first thing you know is, if Y is equal to 0 you need to 

understand what happened to X. So, let us say say X is equal to 1, so Y is equal to 0 given X 

is equal to 1, for me to toss a coin once and you want know, the chance that you get no heads, 

that is just the same as 1 minus P that is you toss a coin once and the outcome is a tail. That is 

one thing. 

The other thing is that if X equals 1 Y can take the value 1 that is, we can get a head. So, Y 

equal to X equal to 1 is then same thing you can duplicate it, let us see how I can do this, 

copy this and bring it down very nice and so then also I erase this tail and write head, 

(())(09:00) that what we see here. 

So, now what this can X take, it can take the value 2 if X takes the value 2 then what do you, 

how do you get the 2 2 back and say the chance that Y is equal to 0 given X is equal to 2. Let 

us call this step b. So, what happens here? So again, here, let us do a little, let me go and copy 

this, sorry for that, bring it down here so here what do you do? You say, no you toss a coin 

two times. And there are no heads and there are no heads and no head appears, and no head 

appears. That is one thing. 

So, that means you know that this, you know, this is from the binomial probability, you 

know, that is the same as 1 minus P to the power of 2 with no head. Similarly, you can go and 

see chance that Y is equal to 1, given X equal to 2, that is the same as one head appears same 

as 2 choose 1, 2 choose 1, 2 choose 1 P power 1 and 1 minus P to the power 2 minus 1 and 

that is same as 2 into P into 1 minus P. 
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And that is the, that is like a going here again, and then let me just copy this and write it 

down again. Sorry about that. So, this is the same as toss a coin 2 times and 1 head appears 

So similarly, you can also have Y is equal to 2 as Y equals 2 given X equal to 2, that means 

you toss the coin twice you get 2 heads, that is the same as P square. So again, we go here, 

two heads appear. 

So, that is how you would finish this computation. So, so in some sense, you are able to get 

the conditional distribution of Y given X. And the chance that you know what happens to X 

independently because X comes X occurs Y does not Y comes after X, so you can do X first 

that is easy to do and chance of Y given X values are the following. 
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So, how do you do the, how do you find distribution of Y, that is part C. In Part C, you find a 

distribution of Y. So, you want know that Y takes the value what, what range of Y is what? 

Range of Y is is 0, 1 or 2. That is the range of Y. Then the chance that Y is equal to 0 unified. 

So, now we know from the top Y can be 0 when X equal to 1 or 2.  

That is the same as saying the chance that Y is equal to 0, X is equal to 1 union, let us call 0 

and this union Y equal to 0, X equal to 2, they are disjoint events, same as chance that Y is 

equal to 0, X equal to 1 plus the chance that Y equal to 0, X equals to 2. And that is the same 

as Y equal to 0, this you can write as conditioned on X equal to 1 time the probability X 

equal to 1 plus the chance that Y equals to 0 conditioned on X equal to 2 times of probability 

X equals to 2. 

So, now you go to step a and step b, you know all the answers. Step a has the answer that 

probability X equal to 0, 1 and 2 are half, and then conditional probability of Y equals to 0, X 

is equal to 1 is 1 minus P, and Y equals 0, X equal to 2 1 minus P squared. So, from a and b, 

you get the fact that this guy is just one half, this guy is just one half. That is just easy. This 

one half from a. And from b, this is just 1 minus P whole squared no heads to process and this 

just one heads. So, we will add the probability down that is the same as one half times 1 

minus P plus 1 minus P the whole squared. That is some number. So, what would that be? 

That will just be hence leave it as it is.  
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And then you could do the same thing, then you do the chance that Y is equal to 1. You can 

compute the same way, and compute similar. You conditioned on the outcome of Y in 

probability Y equals to 2, it will be same.  
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Now, one can compute probability Y equals to 1 and probability Y equals to 2 similarly. And 

we use the, so the idea was that somehow, we were not, we know that they are dependent, 

somehow X and Y are dependent to set it up properly, we first found the distribution of X, 

then we find the distribution of Y we had to find the conditional distribution of Y given X. 

And then once we did that, we were able to use that to find the distribution of Y. So, there 

were 3 steps to this problem. And there are 3 different notions involved. 
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So, now I will try and make these notions precise. So, one was the, this we got immediately, 

easily, this we used the idea to so these are to use the conditional probability idea, in this one. 
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And here are some how to find the distribution of Y, we had to use both that is the chance of 

that they were first split up over all possible outcomes of Y outcomes of X, and then you use 

conditional problem and a comma b is what you have. So, they all have they all have 

meanings in some sense, once you have structural random variables. So, let me write those 

definitions down. So, we have to go a little bit here to step back a little bit. So, I will view the 

random variables affected by an event rather than a variable, the random variable. 
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So, let us start back a little bit. So, the definition 3.2.5. So here, what I do is I let X be a 

random variable on a sample space S and then A be an event such that probability of A was 

positive then the probability Q described by Q of B is the chance that X is in B given A. So, 

this is defined that this denotes the definition of chance that X and B and the event A divided 



by and the event A divided by the chance of probability of A, definition of that. This 

probability is called the conditional probability or the conditional distribution of X given 

data. That is what it is. So, given an event A I try and understand how experience. 

So, the previous example, the previous example, so I notation was a little bit skewed because 

I used X for the first one and Y for the second one, you would call this as the as the 

conditional distribution of X or Y given X equal to 1. So, let me write it down in the previous 

example, you put the event A as the event X equals to 1. And we did, we computed, 

computed a probability of Y equal to 1, given A was P and probability of Y equal to 0, given 

A was equal to 1 minus P. 
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Therefore, one could say that the conditional distribution of Y given A is Bernoulli. That is 

the sort of kind of idea described so far. And then also, if you look at if you just observe a 

little bit more, we also showed it let us say C was the event X equals to 2. Then we showed 

then, then then we showed the following, we also showed the following. So, that is the that 

the, the conditional distribution of Y given C was, if you look at carefully it was just binomial 

2 comma P, that is what we shared. 

So, the idea is that if you have an event or a random variable, that depends, you could classify 

first event consider random variable, and then understand the condition distribution of 

random variable given that event. So that is, that is the whole, so the the key to this whole 

thing is that the conditional probabilities are easy to determine in this above experiment. 



In the above experiment, we were able to determine this conditional probabilities. Because 

we knew exactly how to do that. Because we know that if X is equal to 1 you toss a coin 

once, then the two outcomes head or tail, the chance of each of them computed, then if you 

toss it twice, there are three possible outcomes, no heads, one head and two heads, and you 

know exactly how to compute. So, in some ways, the conditional probabilities were easy to 

determine, because Y was given in terms of X. That is one way of expressing different. 
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Now, so the let us see the background. So here in the example so dependence between X and 

Y between Y and X let us say was clear and more importantly, specified by the conditional 

distribution of Y given an outcome of X. That is the, that is one way we specified the events. 

There is another way to do this, there is another way there is another way, which I will 

describe in a second. The idea was that the idea is that so here we came from a to b, and then 

we came to c. 
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So, we could in fact use use, this is the step that we used in a and b were used here. So, in 

some sense, if I if I told you what this equality was, directly, then you could also go and find 

out the distribution of Y equal to P. So, that is another way of specifying dependence. So, 

which we will write down now. That is called the joint distribution. 
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That is another way. So that is another way is you specify the specify sorry you specify the 

joint distribution. So, what do I mean by that? What do I mean by that? That is the following 

definition. 
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So, let us say definition, the definition is the following, if X and Y are two random variables. 

So, let us say all were discrete because I am not having here discrete random variables, 

random variables, in joint distribution of X and Y is the probability Q. Q is defined since 

crucial, Q is defined on the pairs of values probability Q on the pairs of values in the range of 

X and Y, defined by Q of a comma b is a pair is a chance that X is a and Y is b. That is the 

definition of joint distribution. You can also expand this definition to collection of n random 

variables, I will write that down. I will explain it next time. 

So, the definition can also be expanded to a finite collection of random variables X1, X2, Xn 

for which the joint distribution of all n variables is the probability, probability, sorry why is 



this going away, is the probability Q defined by Q of the event a1, a2, an is the chance that 

X1 is a1, Xn is an. 

So, this is something that will build on the next class. So, the idea is that there is another way 

of specifying dependence. So, the idea is that, one way to do it is using the conditional 

distribution. The other way specifying the joint distribution of X and Y. One can already if 

you think a little bit one can sort of understand if, if the independent what happens, the 

dependent what happens to the joint law. We will discuss that next time. But as of now, I will 

just leave you with one thought that how we came to this idea.  
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So, we took an experiment, well we chose a independent variable then we took a coin, we 

tossed it X times so that X is outcome of first experiment. So intuitively, it is clear that Y and 

X were dependent.  
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Now one, how we put calculation, one was, it was easy to compute the distribution of X it 

was easy because X is uniform 1. But for Y, the way we did it was we specified the 

conditional law of X or Y given X. That is an experiment because we could understand how 

the experiment was specified. And the probability was able to compute.  
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Now, from this one, we had to go and compute the chance that Y equals 0. And also, here, 

you are able to compute the joint law. So, the example of these two computations let me write 

this in blue so these two computations from here to here, you come all the way here. Sorry 

not this one. I will delete this. 



So, this specified the joint distribution. And that computation is hidden in this calculation. 

This is the joint distribution of Y equal to 0, joint probability of Y equals 0 and X equals to 1. 

And this was the joint probability of Y… This whole thing, this was the probability of Y 

equals 0, X equals to 1, this probability was this time this with a probability of Y equals to 0. 
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So, there were two ways of understanding dependence one was by the conditional law, and 

the other was by the by specifying the joint distribution. So, we see examples of how to do 

this and how independence come into this… 


