Functional Analysis
Professor S. Kesavan
Department of Mathematics
Institute of Mathematics Science
Lecture 2.2
Exercises (Continued)
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Exercise 6. Now we define T:C[0,1]»C[0,1] as T(f)(t):[f] flslds (we are taking the indefinite
0,t

integral of a continuous function). It is always continuous. So, T definitely maps C[0,1] into

C[0,1] and this is a linear map. So, we want to show theT is continuous and also show that

Solution: |T(f)(tJ|S f |f(5”d53||f||oot§||f|‘oo- So,

[0,¢]

|T(f)||oo£ If - Now, if you took f=1 then you

get T(f|(t|=t and then you see that HT( f )HOOZI and therefore you have equality and this implies

[ Iriplislds<lifl. [ sds=% .

[0,t] [0,]

that ||T||=1. Now TZ(fJ(tJ=[J}T(f)(S]dS. Thus, ¢ T(f |[t]v<



2

. Then HT2HS%. Again you take f=1, then T|(f] is nothing but t and Tz(f)(t):% and therefore

you get in fact that ||T2H=%. Now complete by induction and that will finish.
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Exercise 7. Let AZ(CIU) be N x N matrix. Then A defines a linear transformation on R" and in
finite dimensions all linear transformations are continuous. Let us, take it as A:ly w1} ( recall [

is RV with { V.V |.. So, compute ||Al.

. N
Solution. Recall that HAH— x#0 ” ” . So, let us compute first
Xlh
(Ax]l:. 29X which implies © )ivs' 2 ayllx
j=12,...N j=1.2,...N

So, laxl,=" 2 AV X D apVix Vil et me interchange the order of

i=1,2,...N i=1,2,...N j=1,2,...N

summation (everything is finite non-negative no problem). So,

lAx[,< > X dagvixvi= Y Y lagvix Vi< max () lapvi) YL ixVi= ma;

i=12,..N j=12,..N j=12,..Ni=12,..N j=12..,N =12,..N j=1,2,..N j=12..

< max (D, &a;Vi)i (these are the column sums of the
HX”1 J=L2..N =12 N

( Z Lagvi).d

Now, I want to show in fact, this is equal. Assume that maximum occurs at some j, then you

Consequently you get that

=1 and what is Ax?

consider x=e; ,the vector with 1 in j, place and O elsewhere. Then,

Ax=Ae,; =[a,;,a,;,...ay;] (the j, column of A). Therefore, dlaxl= X @y5:¢ and

i=1,2...N



therefore we have HAHﬁ j:TZaX N(_ﬂ; y 6 aijvz’> ¢ and it is actually attained for the vector €; and

therefore we have HAH: max (), LayVie)i,
j=12...,N i=1,2,...N
So, in the same way I would like you to try, if A maps from [, to ... Then show then show that
HAH:_ TfXN( 1; . "’aij\/é)é (this time you take the row sums of the absolute values of the
i=12..,N j=12,..
entries of the matrix and then take the maximum).
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Exercise 8. Let M, =¢ all nxn matrices. So, we can identify this with R" square and use its
topology. Since all norm topologies are equivalent does not matter what you are going to use. So,
I am going to identify an element in M, as a big vector which I string out the rows (or all the
columns) and I get n* dimensional vector. Let G L,=¢ invertible matrices. Show that G L, is open
in M,. (This almost immediate. There is nothing to do. You take the function determinant
det: M, R. Then this is a continuous function because determinant is nothing but a polynomial
in all the variables and therefore it is a continuous function and then
GL,=|A:det A=0|=(det ) 'R\ |0]|ithis the inverse image of the open set R\ |0 with respect
to the determinant map). So, inverse image of an open set is open under continuous map and
therefore G L, has to be open and we will do a little more complicated version of this. For that I

need to do another exercise.
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Exercise 9. Let V be Banach and L(V|=¢ all bounded linear or continuous linear

transformations V to V. So L(V) is also a Banach space. Let AkEL(V),k=1,2,3.... 0. We want

to give a meaning to 5=k_1§21 Ay, What do you mean by an infinite series? You take

S’:k_g IAk . So (S,) is a sequence of partial sums. So, if(S,) is a convergent sequence in L(V')

we say that the series converges and the limit of (S,) is the sum of the series.

yeen



Solution. Let us take Si Z lAk’Sm: Z Ay, Let us assume m>1. So, Sn S/~ Z Ay

k=1,2,... k=12,...m k=I,..., m

and therefore, ‘Sm_SlHSk_IZ oV ANV Byt ) Z CVANVE g a convergent series. So, by

=12,...,

the Cauchy criterion of convergent series, ) IZ: VAN can be made less than e for all m,l

large enough and consequently (S,) is Cauchy. Now, V is Banach implies L(V ) is also Banach
and therefore, (S,) converges to S and that is called the sum of the convergent series.
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Exercise 10. Let V be Banach and let ||A||<1 for some A€ L[V|. Then I—A is invertible and

_ k — k
I-A["=I+ > A" g0 this is like if [x|<1 then [1=XI'=I+ 2 x* o this is the

k=1,2,..., © k=1,2,..., ©

infinite dimensional operator version of that.

Solution. Tl,TZEL(V) then you can compose them, so, T,T,(x)=T,(T,|x|). Therefore,

T, T, x| <] T || o x| < T[T %] Therefore, ||, T||<||T ||| 7ol S0, [la*]|<] Al

k
Therefore, Sk Z HA” <o, Z Al is convergent by the previous exercise.

=L2,..., k=12,...,00

.....

So, now you look at
I+A+. . +A"[I-A)=T-A""=(I—-A)|[+A+..+ A"
So, if you n - oo, you get S[I—AJZIZ(I—A)S. Therefore, (I — Alis invertible and the inverse is

k
given by S which is a limit of this partial sums, which is | +k Z A

=12,...,
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Exercise 11. Let V be Banach and G=¢ invertible linear transformations in L(V ). Show that G
is open.

Solution. This is the infinite dimensional version of the matrix problem which we saw earlier.
Now we want to show that G is open and we do not have the notion of a determinant here.

1
&=

So let us take A€ G and you take B such that HBH< - Then let us look at



A-B=A(I-A"'B)
Now, what about (VA BV (? HA_1 B|| <V{A'ViVBVi<1. Thus, [— A™' B is invertible and
A is also given to be invertible and therefore A— B is invertible. So this implies that

1

AY|

1

A~

B|A; CG.

B:HB—AH<

This implies that G is open.
(Refer Slide Time: 23:18)
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Exaercise 12. The last exercise which I want to discuss with you is the dual of a product space.

Let us take V ,W , twonorm linear spaces. Then we consider the Cartesian product V x Wand [ am

X,y

b

|00=max|HxV yHW}. Then

X,YH11=HXHV+H)’HW or ‘

going to put two norms on this. Let |

both these define norms on the V x W.

)

Solution. Let us take [f ,g|EV* x W* and define ¢(x,y|=f[x|+g|y],[x,y|EV xW.

Show that (V xW, 1)LZ(V(" xW°,

This is a linear functional and ‘(p(x,y)‘=||f|‘V[‘Hx||v+||g||wz‘||yHW£max{Hf| |g||W.a}(HxHV+Hy||W).

¢l| <max {[|f|

Vs

Therefore, gl

Vs
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Now, let €[V x W|. Define f(x|=¢(x,0/Agly|=¢(0,y]. So [x,y|=[x,0/+(0, y). Therefore,
8lx,y|=f[x+g(y) (by linearity) and |f(x/|</[8][[x]l, and |glx]<[lsllly]

. This means fEeV*

and gEW°’. Therefore, (f,g/EV'xW*® and ||(f,g)||oo£\/|¢|v<‘,. Previously we showed

oll=(f.qll..
-

l8l|<[Iif gl}... Thus,
|1)é:(VL xW*,

So, [Vxw,

1)

one can try to do this yourself. So, I think we will wind up with this.

Exercise. Show that (V W, |.HOO)L:(VL xW*,






