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The Institute of Mathematical Sciences

Lecture No. 67
Riesz-Fredholm theory- Part 3
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We conclude this section with a theorem, which you can think of as a generalization of the
Lax-Milgram lemma. Let me recall the Lax-Milgram lemma. So, H is a Hilbert space and
then a(. , .):H X H - R. I am taking a real Hilbert space. Bilinear form a is continuous

that means 3 M > 0 such that |a(u, v)| < M||u|| ||v|| YVu,v € H and a is H-elliptic that

means 3 a > 0 such that a(u, u) > «a ||u||2 Yu € H. Given f € H. Then Lax-Milgram
says, 3 a unique u € H such that a(u, v) = (f, v) Vv € H. So, I recall I hope you
remember all those things. Now, the ellipticity condition is always a strong one and it is

difficult to have it. So, here is one which relaxes it under some conditions.

Proposition: Let V and H be Hilbert spaces such that V is continuously embedded in H with
dense inclusion, it means V is a subspace of H, but the inclusion map is continuous with

respect to the respective norms. Assume further that this inclusion is compact.



And thenV is a dense subspace of H in the H topology. Let a(., .):V X V — R be a
continuous bilinear form such that a(u, u) = 0 = u = 0. So, this is all the condition, so

this is much weaker than the ellipticity condition is here. Assume further that 3 a > 0 and
2 2 : :
B > 0 such that Vv € V, we have a(v, v) = « ||v||V — B||v||H . So, there is a negative

thing, so this is not elliptic at all, but this inequality is good enough. Let f € H be given,

then 3 aunique u € V such that a(u, v) = (f, v)H Vv e V. (*)

So, this is the same conclusion as the Lax-Milgram Theorem. But you do not have ellipticity.
Instead you have a compromise, you have a dense inclusion in the Hilbert space, where you

have an inequality of the above form and you also have a(u, u) = 0 = u = 0.

(Refer Slide Time: 05:10)

Persfi Comnidn ¥ KI oum ACnvnv 4R 6‘%1“}

Ao, = alyyw +§(q)«.§\‘“_

Maon At Al s LIV TS S
2
<
£ Bt R et wtly
x
Aw,oz ol
N AT \“ \(p‘\,}‘\ £V, et & QG L,
2 Ry

3 wev ot Alop = Gu)y uﬁ_@@_

TN
2 Re0) o
FlueV ot Abp = Bo)y  TZ6E A

S
= =
el A wy) = -Hna 2l Ml

=) \u.\\‘ & ;ug_l\&

G M=V o 4oV

=) G R s Grepad,




fen

LM'W%\‘MZ D! wed oF. @uedz (o) YueH

Eﬂ’- Lax Nond H hwwn:at‘ Vot with dune tinclunion.
ASDurg, Mook Mo fantIitrion  jn Corcfad.
LY aWV =R Qe oo cad Q.J_\.&Nm ar. Qb l)=e =)uzo.

Mstae | Gockoy ¥ad 3 oo od R7o ok, Vowey,

alv v\ 2 .,(\\wuj—ps\wn;
L —’i—e*" La %wm Dl wey nk.

crupn) =€) ¥urev
A\

g i; Coumifu, ¥ b0 é:mv\ AC NV R a.'%

Proof. Consider the bilinear form A(. , .):V X V — R given by

A(w, w) = a(v, w) + B(v, W)H.

The inner product (f, v) obviously is in H because f € H. Then A is continuous, because
A, W)l < IMILIIL WL, + Bl Hwll, < Ml lwl, +c Bl wl,

because ||v||H <c ||v||V Vv € V as V is continuously embedded in H. So, A is clearly
continuous. What about A(v, v)? A(v, v) = a||v||V2. And also, the map v —=(f, v) is
continuous, because |(f, V)| < ||f||H||v||H£ c||f||H||v||V. Therefore, by the Riesz
presentation theorem you can write (f, v) = (Rf, v)V , and therefore, you can apply the
Lax-Milgram lemma. There exists a unique u € V such that A(u, v) = (f, v)H = (Rf, v)V.

therefore, you have this A(u, v) = (Rf, v)V.

Define u = Gf . So, of|u]| ZS A(u, w) = (f, v, = c||fll,llull,, - So, therefore, you
v H 'y

2 . . .
get ||u]| < %H f ||H. Therefore, the mapping G: H — V is continuous. So, we can now

compose, you have a mapping G from H to V and V is included in H and this inclusion is

compact. So, this implies that G: H - H is compact.
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and conversely, if u solve this then 3(u, v)H gets cancelled and therefore, a(u, v) = (f, v).

So,

solving the original problem (*) is the same as solving the problem (**). So
G(f + Bu). So, let us write f+ Bu =2z so u= Gz Therefore,
Zz— Bu =z— BGz. So, u solves (*) if and only if z — BGz = f where

f + Bu. So, we want to know if you can solve this. So, once you find z then you can

say ——

Z;f , B > 0 will give you u which is a solution of the original equation. So, it is enough

to solve this equation, where G now is a compact operator from H to H. So, I — B G is a

compact perturbation of identity in H. So, if you want to solve for any f, so that means, it is

onto if and only if it is 1-1, so it is enough to check. So, this is the beauty of this theory. So, if

you want to solve any equation you just say, if at all a solution exists then it is unique. So, the

uniqueness implies the existence, so that is a nice thing about these results in finite

dimensions, that is always true. And now, we are having it in this case. So, you prove

uniqueness, that is a much easier thing and that this implies automatically that there exists a

solution for any data. So, assume (I — B G )w = 0. Now, this means what? w = BGw € V



Remember G: H —» V and V is included in H. So, the range is always contained in V. And

therefore, Defn. of G implies a(w, v) + B(w, U)H = (Bw, v)H for everyv €V.Gisa

Linear map. So, this implies that a(w, v) = 0 Vv € V, w is also in V. This implies
a(w, w) = 0 and by hypothesis this means that w = 0. Therefore, I — [ G is 1-1, implies
onto, implies there exists a solution to (**) and hence to (*). Now, uniqueness is obvious

because if you have two solutions a(ul, v) = (f, v) and a(uz, v) = (f, v), then

a(u1 —-u, v) =0 Vv €V and this implies that a(u1 -—u,u, — uz) = 0. And

2 1

therefore, this implies that u, has to be equal to u,. So, you have a unique solution. Now, this

Lax-Milgram lemma is very useful as I said in studying the existence of weak solutions to
elliptic partial differential equations and so also this one. So, the different kinds of boundary
conditions will lead to problems which can be either posed as in the Lax-Milgram framework

or in this framework. And therefore, both these results are very useful in the study of PDES.



