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We will now look at complemented subspaces. If V is a vector space and W is a subspace of I/,
then in linear algebra we know by extending a basis we can always write V = W®Z. Now, the
question is, if W is closed, can we find Z closed as well? So, this is the question which we want
to see. If yes, we say the closed subspace W is complimented in V. So, the question is, whether
every close subspace has a compliment or not?

So, if W is complimented, then we have V = W@Z, both of them are closed. Then, we saw by
an application of the open mapping theorem that the projections onto W and Z are continuous.
This was done last time when we used the open mapping theorem. So, let us take some
examples.

Example 1. Let W be a finite dimensional subspace of V. Then W is automatically closed and
we saw as an application of the Hahn Banach theorem that W is complemented.

Example 2. If W has finite co-dimension i.e., every algebraic complement has a fixed finite
dimension say d then W is complemented. Why? Because any, any algebraic complement has
finite dimension. So, it is automatically closed and therefore, trivially this is an acceptable

decomposition. So, how do these finite co-dimension spaces happen?



(Refer Slide Time: 03:56)

oo o a Ppically gfi‘;“ﬂ R ?“;
N Bamdh 2 i Al mubp 4V G2 =d
e Z'LQ\J Iso Colin. L WV,
Ly L 883 e Baio e B
gr N e = (s, AR
@ ot lin. @ iy ode
qagnn— 3w, -<£ M\r-dg-é,-n nwdu.ev
; AT RS Z'éeﬁ—c X

Bl seved ot fe)=)t e

T difso i Zedizo )( P

32@3 -:u at F(o.) i Np?‘f

e i)
=) éa%i fio il op e, 8N @ 272 V-
Syt ek
_bai' N W Basach T elIVN) . whie  oNT0 WO m:j-td\
T oS o 4M ¢ JSed,V) nt ST,

How do we typically get spaces of finite co-dimension? Let V be Banach and let us take Z finite

dimensional subspace of V. Let us say dimdim Z = d. Then, Z CV has co-dimension d in V.

So, this is the typical way in which they occur. So, how do we have this? So, we define the map

from ¢: VR %as follows:

Let {fl, ...fd} be a basis for Z, then you define ¢(x) = (fl(x), ...fd(x)). Then, of course, ¢ is
continuous linear and in fact, ¢ is onto, because if it is not onto, then the image of ¢ is a

subspace of Rd, which has strictly less dimension. Therefore, by the Hahn Banach theorem, there
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exists a continuous linear functional on R, which is not identically 0 but which vanishes on the
image.
So, what is a continuously, in functional Rd? Again it is just d scalars not vanishing means, not

all constants are 0, so there exists a @, not all 0 such that it vanishes completely on this image

d

of ¢. So, for every x€V, we have ), (xlfi(x) = 0, that is ) (xlfl, = 0 which is a
i~1,2,..d i~1,2,..d

contradiction since the f i’s are linearly independent, they have taken to be a basis and therefore,

these are linearly independent. Since this is onto, I can always find an x such that any given d

dimensional vector, I have a solution. Therefore, in particular there exists {e,} , such that
Yi=12,..d
f _(e ) =1fori=}j,f ,(e ) = 0 for i#j. Then it is clear that {e_} are linearly independent
i\"j i Yi=1,2,..d
and Span {ei} &z t=vy (easy to check). Therefore, Z " has finite co-dimension.
i=12,..d

So, this is how you have subspaces of finite co-dimension. So, now I am going to make a
definition.

Definition. Let VV, W Banach and T€L(V, W) which is onto. We say that T admits a right inverse
if there exists SEL(W, V) such that ToS = | dW is identity.
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So, what does it mean? Any y will be equal to T(S(y)). So, necessarily if you have right inverse,
the mapping has to be subjective. So, now we are going to characterize mappings which have
right inverses,

Proposition. Let V and W be Banach and TEL(V, W) be onto. Then the following are the
equivalent.

1: T has the right inverse.

2: N = Ker(T) is complemented in V.



So, having a right inverse is equivalent to say that the subspace N is complemented. N is closed
since it is the kernel of a continuous linear mapping.

Proof. 1 = 2: Let T has a right inverse. Let SEL(W, V) be a right inverse. You consider the
space S(W)EV. I claim that S(W) is in fact the complement for N. Let x€e NNS(W). Since x€N,
T(x) = 0and xeS(W) implies x = S(y). So, T(x) = T(S(y)). But ToS = IdV and therefore,

y = 0. This implies that x = 0. Therefore, we have that NNnS(W) = {0}.

Next, let us take any x€V. Then T(x — S(T(x))) = 0. Therefore, x — S(T'(x))€EN. Notice that
S(T(x))eS(W) and therefore, every x can be written as a vector in N plus a vector in S(W) and
therefore, this implies that V = N@®S(W).

Finally, we have to show that S(W) is closed. Let (yn) be a sequence in W such that S (yn) —x€eV

Now, y = T(S (yn)) and therefore, that should converge to T(x). Therefore,
X = S(yn) = S(T(x))eS(W). So, S(W) is closed. This shows the S(W) is closed and it is a

complement algebraicall. So, the kernel is indeed complimented.
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Now, 2 = 1: Let N be complimented in V. Let V = N®M. So, M will be closed and N is

already closed. Then the projection P: V=M is continuous. We have to show that there is a right

inverse, so let us define the map. Let yeW. Since T is onto, y = T(x). Define S(y) = P(x). So,

we have made a definition. Now, this definition depends on the pre-image of y. If we have X, X,

such that T(x 1) = T(xz) = vy, then we have x 1T xZEN. Since P is the projection to the

complement, P(x1 - xz) = 0. Therefore, P(xl) = P(xz) and therefore, it does not depend,

whatever maybe the pre-images and therefore, S is well defined.

Now, T(S(y))= T(P(x))= T(x) =y (as x — P(x)EN). So, ToS = IdW. Therefore, we have

found a candidate. Now, how to show that S is continuous?
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Let us do it by the close graph theorem. So, we will use the close graph theorem, we can do it

with the open mapping theorem if you like so. Let us take yn—>yEW and S (yn)—>xEV and we

have to show that x = S(y). This is what we need to show.
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y = T(xn) for some anV. So, S (yn) = P(xn)—>x. Since the projection is always in M and M

is closed, x€M. So, in particular you have x = P(x). Now, y = T(P(xn)). So now, you pass to

the limit to get y = T(x).



So, S(y) = P(x) = x and that is exactly what we want and consequently by the close graph
theorem S is continuous.
So, the next thing we will do will be to look at adjoint of an operator and since, with a little extra

cost, we can do it in a more general setting. So, we will take that up next. Thank you.



