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Lecture — 5.1
The Completeness Axiom
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We now come to the crucial property that the real numbers possess, that rational numbers do
not. First of all, note that our axioms so far do not preclude the possibility of holes, do not
seem to get rid of the holes. So far the field axioms and the order axioms very much allow Q;
Q is an ordered field. The only thing we have seen is that every ordered field also contains a

copy of Q.

Now, the question arises what is the crucial property that Q is lacking that makes the
appearance of these holes? What we need is the axiom of completeness. This axiom of
completeness plugs all the holes as we shall see. Now, this is the central point of real analysis.
What I am about to do now is what is the key that allows us to define limits and continuity

and so on in a satisfactory manner.

Because of the central nature of this axiom, we shall present multiple versions of it. We shall
spend some time on this and even in a later chapter on sequence and series we will visit this

yet again. So, the most common way to state the axiom of completeness is through the least
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upper bound property. I would not say this is the simplest way to do it, but this is the most

common way and to do that we need some definitions.

Definition, this is the definition of bounded above. Let F' be an ordered field and S € F ok.
We say that S is bounded above if there is some b € F' such that for all s € S, s < b. So,
there is some element in the field that dominates every single element from the set S. In that

event we say that the set S’ is bounded above.
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Now, the crucial definition is of least upper bound and completeness which is, as I have
emphasized several times already in the short span, the central point the central key axiom
that makes analysis possible. Again, let F' be an ordered field and S € F', ok. Assume that

S is bounded above; assume that S is bounded above.

A least upper bound or supremum of S, this is usually denoted this is denoted Sup S, is an
element, is an element s € F'. Note, the element s must come from F'. So, let me just not
use s, let me just use u for upper. It is an element © € F' such that property (i), u is an upper

bound upper bound for S.
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Well, that seemingly straightforward because we are trying to define what a least upper bound

is the very least it can be is that it is an upper bound.

Property (ii) is the crucial property. What it says this is, if b is any upper bound for S, then
b > u. In other words, this u is the least upper bound as the definition was trying to tell. We
say that F' is complete if every set that is bounded above has a supremum or least upper

bound. That is a long definition.

Let us see some examples to clarify what is going on. Examples; consider the set

111
{1, 27371 } Consider this set. Is this set bounded above? Yes, this set is bounded above.

What is a good upper bound for this set? 1 is an upper bound. Note, I have not told you where
this set is. So, let me just take it as a subset of Q. In fact, 1 will be the least upper bound of

this set. Why is that the case?
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Well, suppose b € Q is any upper bound, b > 1 simply because 1 is present in this set. For
this reason, the property, the second property, if b is any upper bound for S, then b > u is

trivially satisfied. So, supremum, if you call this set S, SupS =1,

Let us see another example. It is a slight variant of this example. I define S to be, instead of
111 _ g1 2 3 4
{L3 51 so on, I will define it as S=1{3515}. Ths is just
1.
{1- nineNmn> 1}, ok. It is a collection of all numbers. Again, I will take this as a
2 3 4 11

1
subset of Q. It is a collection of all numbers 2 3> 1° 5 so on. [ mean essentially n.
Now, what is an upper bound for this set and does it really have a least upper bound? Well, let
us see that. Notice that 1 is an upper bound, that is clear because all elements are of the form

1
1 = 5. Claim is that 1 is actually the supremum; 1 is actually the supremum.

Now, let us try to argue as follows. Suppose b € Q and b is an upper bound for the set S, ok.
If b < 1, we need to reach a contradiction, if b < 1,then 1 — b > 0.
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In fact, we can assume that this b > 0; because b has got to be an upper bound. So, you have
0<b<land1l—b> 0, wehave to reach a contradiction somehow.

1
Now, I will use one fact that I leave it to you to check. There is 0 € N such that no <1-b
, ok. This is in fact known as the Archimedean property of the rational numbers. It is a
consequence of the Archimedean property. We will see that in a few modules. However, to
prove this is not at all hard for the rational number, so I urge you to try it right now.

1

So, check that you can find mo € N gsuch that no <1l- b, ok. Therefore,

1 _
1—gs>1- (1-0)= b. So, we have an element, this is an element in the set S that is

greater than b. So, b cannot be an upper bound; b cannot be an upper bound. So, this proves

that 1 is the least upper bound of the set S.

So, that is enough for the examples right now. Before we proceed with some more theorems I
want to first make some remarks about infimum, rather I will just put it as an exercise for you
to think about. Define lower bound in an ordered field and greatest lower bound. This is also

called the infimum and that is denoted inf .S'.
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So, define lower bound and greatest lower bound in an ordered field. Show that an ordered
field is complete if and only if any set that is bounded below has a greatest lower bound. So,
do this exercise, you will have to define what lower bound is, you have to define what
bounded below is, you will have to define what infimum is. You show that completeness is
the same. You can reformulate completeness in terms of lower bounds instead of upper

bounds.

Now, the definition of completeness seems very hard. It says that a field is complete if every
set that is bounded above as a supremum or every set that is bounded below as an infimum.
The reason is that any definition in mathematics that was arrived at after many years of work
has this tendency to be a bit opaque because the distance between what motivated the impetus
for studying a proper for figuring out a proper definition and the final definition coming

about is many many years, because of that it is not really clear what is happening.

So, what we will do is we will now prove two more intuitive properties that complete ordered
fields will possess called the Archimedean property and the nested intervals property. These
two properties are more intuitive from our understanding of what a straight lines behavior is
supposed to be. Before we get to these two results, let us first see a useful characterization of

the supremum that will be of immense benefit to us in these proofs.



(Refer Slide Time: 14:59)

: P any - Ssek bhak S bowndtd  helol o
has a Yruot  lowe bowy.

Wopssition  ( Charaleen yutin of e Sypromum)-
(ot Foobe ah ordped pel, SEF
b sundty oh vle- Lek Yy = g%() S. ko For

eith A4 psitve € EF , we (o Pid
an olemonk SES  uop Eht
U-g 25 €4 (A)

Conets by, Mfuwe  chat Y IS an W g
for 5 thab ghiskeS () fog b S
Sup 5

Proposition, this is characterization of the supremum. This result says the following. Let F’
be an ordered field ordered field, S C F' bounded above, let ¥ = Sup S, Then for each

6>0,seF,wecanﬁndanelementsESsuchthatu_5<5§U_——(*)._

Conversely, assume that u is an upper bound for S that satisfies (*), then ¥ =sup S, So,
this gives a complete characterization of the supremum. What this proposition says is the
following. You have a set S in an ordered field that is bounded above. The supremum also
exists which we are denoting by . What it says is if you knock out a small portion of the
supremum that is essentially what subtracting by a positive € means then that ceases to be an

upper bound of the set. There will be some element s with v > s > u — € |

Needless to say, this choice of this element s depends on the choice of €. If you choose a

much smaller € you will have to modify this element s in all probability ok.
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Proof, the proof is a proof by contradiction. We had already seen one or two proofs by

contradiction, specifically the irrationality of V2. The essential idea is that we will assume
that what we are trying to prove is false and add it to the list of hypotheses that we have.
Then we can play around with the given hypothesis along with our new assumption and reach

a contradiction, then by the law of excluded middle our assumption must be false.

This technique is really powerful especially when we do not know how to start a proof. You
have a theorem you do not know how to prove it. Just add the negation of what you want to

prove as a hypothesis, as an assumption and proceed.

So, first we will prove the first part not the converse. Assume that for some choice of € > 0,

(*) is false. Then, we have u —€ > s forall s € S, right?. Our (*) says we can find some
element s that satisfies the inequality, © —¢& < s < u, the negation of this statement is that
for some choice of € > 0 and all choices of s, ©w — & > s, Check that this is the correct

negation.

But, ©u —¢ < wu, why? because ¢ is positive; because € is positive © —¢e < u, which
contradicts property (ii) of the supremum. You cannot have an upper bound, © — ¢ is going
to be an upper bound, you cannot have an upper bound that is strictly smaller than the least

upper bound.
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So, this contradiction shows that the supremum will necessarily have property (*). On the
other hand, suppose set S is bounded above and u is an upper bound that satisfies (*). Then

we have to show % = sup S , ok.
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How does one show this? well, let b be any upper bound for the set S. Now, suppose b < u,

then set u — b =¢,, set this to be €. Then € > 0 because u > b. Now, because of the
property (*), we are now assuming that (*) is satisfied, we definitely have, we can find

s € S such that ©w — € < s < u. This is simply property (*).

But, ¥ — € =u— (u—b) < s < u Inother words b < s < u, ok. So, b cannot be an upper
bound; cannot be an upper bound. Hence we must have ¥ = Sup S So, this completes the

proof.

Now, what we will do is we will proceed and prove the nested intervals theorem and the
Archimedean property in the next module. This is the course on Real Analysis and you have

just watched the module on Completeness.
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