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Lecture-5
Elementary Sets and Elementary Measure - Part 2

Now for general n, we can easily generalize our argument by using
our case for n = 1. So for general n ≥ 1, we have E is a finite union of
boxes Bi, i.e.,

E =
N
∪
i=1
Bi,

where each box Bi is of course a Cartesian product of intervals, i.e.,

Bi = I1,i × I2,i × · · · × In,i.

So there are n intervals because we are in dimension n and each Bi is
a Cartesian product of intervals.
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Note that I1,i is the first interval of the Cartesian product of Bj for
each j = 1, · · · , N . Now we consider the union of these intervals

I1,1, I1,2, · · · , I1,N
denoted by E1 ⊆ R, i.e.,

E1 =
N
∪
i=1
I1,i.

Now E1 is an elementary set. So write

E1 =
N1t
k=1

J1,k,

where J1,k’s are disjoint intervals. Similarly, we do this for

Ej =
N
∪
i=1
Ij,i =

Nj

t
k=1

Jj,k.

Now I am going to write this Cartesian product. Write

E =
N
∪
i=1

Bi

=
N
∪
i=1

I1,i × I2,i × · · · × In,i.

Note that for each i,

I1,i ⊆ E1.
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So

I1,i =I1,i ∩ E1 (since I1,i ⊆ E1)

=I1,i ∩ (
N1t
k=1

J1,k)

=
N1t
k=1

(I1,i ∩ J1,k).

Note that I1,i ∩ J1,k are intersection of intervals, so they can be either
empty or it can be a non-empty interval, in both cases it is an interval.
Note that the empty set is an interval from our conventions, since you
can take the empty set as

φ = {x ∈ R : a < x < a} = (a, a).

So in this union all of them intervals and they can be either empty or
non-empty, but nevertheless this is a disjoint union because each this
J1,k’s are disjoints for varying of k. So we can write

I1,i =
N1t
k=1

L1,i,k,

where L1,i,k = I1,i ∩ J1,k and these are all disjoint intervals in R. So for
each i, we have this decomposition of each interval I1,i as a union of
disjoint intervals.
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Now we have the decomposition.

E =
N
∪
i=1

Bi

=
N
∪
i=1

I1,i × I2,i × · · · × In,i

=
N
∪
i=1

(
(

N1t
k1=1

L1,i,k1)× (
N2t

k2=1
L2,i,k2)× · · · × (

Nnt
kn=1

Ln,i,kn)
)

=
N
∪
i=1

N1∪
k1=1

N2∪
k2=1
· · ·

Nn∪
kn=1

(L1,i,k1 × L2,i,k2 × · · · × Ln,i,kn).

Note here that

B′i,k1,k2,··· ,kn = L1,i,k1 × L2,i,k2 × · · · × Ln,i,kn

is a box and all these boxes are disjoint. So,{
B′i,k1,k2,··· ,kn

}
k1,k2,··· ,kn,i

is a collection of disjoint boxes. Thus, we have expressed E as a col-
lection of, as a finite union of disjoint boxes in Rn.

So, it is a little bit tedious, but the geometric intuition is clear that
we have to separate our coordinates, express the union of these intervals
in each coordinate as a union of disjoint intervals and then breakage in-
terval as a union of these disjoint intervals and again take the Cartesian
coordinate.
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Now come to the second point. We have to show that if E is a disjoint
union written in two ways, let say

E =
N
t
i=1
Bi =

M
t
j=1
B′j,

where {Bi}Ni=1 are collection of disjoint boxes in Rn, and {B′j}Mj=1 are
collection of disjoint boxes in Rn. Then, we have to show that

N∑
i=1

m(Bi) =
M∑
j=1

m(B′j).

Now, one way to do this will be to get a collection of disjoint boxes
which refine both these collection. Which means that each Bi’s and
B′j can be written as a finite union of even smaller disjoint boxes and
then we can use interchange of summations to two pieces. But I am
not going to use that way. I am going to show that

m(Bi) = lim
N→∞

1

Nn
#
{
Bi ∩

Zn

N

}
,

where

Zn = {(k1, k2, · · · , kn) : ki ∈ Z}.
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So let us see what it means for n = 1. Let I be an interval. we have
to show that

m(I) = lim
N→∞

1

N
#
{
I ∩ Z

N

}
.

Note that
Z
N

=
{ k
N

: k ∈ Z
}
.

Suppose I = [a, b], a close interval. You can do this same proof or if
one of the end points is open or if both are open, but let us see for the
case when both are closed. Then,

I ∩ Z
N

=
{ k
N
∈ I : k ∈ Z

}
.

Note that a ≤ k
N
≤ b. Which imply Na ≤ k

N
≤ Nb. So we have to

count how many integers k satisfy this inequality.

So, this is the numbers of integers between the points Naand Nb. A
moment start will give you the following formula:

#
{
I ∩ Z

N

}
= xNby− pNaq + 1.

Note that Na lies between Na− 1 and Na.
Then xNay is this largest integer less than or equal to Na and pNaq

is the smallest integer greater than or equal to Na. Similarly for Nb.
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We have to count the number of integers between the two. Since xNay
and pNaq are integers, the number of integer points between these
two must be xNby − pNaq + 1. For example if this is xNay = 3 and
pNaq = 5, then integer in between 3 and 5 are 3, 4, and 5. Thus, the
number of integer in between 3 and 5 is 5− 3 + 1.

Now I have to take the limit as N →∞ and to show

lim
N→∞

1

N
(xNby− pNaq + 1) = b− a.

Since xNby ≤ Nb and pNaq ≥ Na, we have

xNby− pNaq + 1 ≤ Nb−Na+ 1.

⇒xNby− pNaq + 1

N
≤ Nb−Na+ 1

N
= b− a+

1

N
.

Similarly, xNby ≥ Nb− 1 and pNaq ≤ Na+ 1. Thus, we have

xNby− pNaq + 1

N
≥ (Nb− 1)− (Na− 1) + 1

N
= b− a− 1

N
.

Compare both the above equation, then we have

b− a− 1

N
≤ b− a− 1

N
≤ xNby− pNaq + 1

N
≤ b− a+

1

N
.

So now take the limits on all three sides. This easily gives you that

lim
N→∞

1

N
(xNby− pNaq + 1) = b− a = m(I).
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Now if you have a disjoint union, so let say

B =
m
∪
i=1
Ii (disjoint interval),

then we have

lim
N→∞

1

N
#
{
B ∩ Z

N

}
= lim

N→∞

1

N

m∑
i=1

#
{
Ii ∩

Z
N

}
= lim

N→∞

m∑
i=1

1

N
#
{
Ii ∩

Z
N

}
=

m∑
i=1

lim
N→∞

1

N
#
{
Ii ∩

Z
N

}
=

m∑
i=1

m(Ii).

In the last line we are able to take the sum inside, because we are in
finite sum. Therefore, if we have a disjoint union for the case n = 1,
we have shown that

∑m
i=1m(Ii) can be expressed entirely in terms of

the union B. Therefore if two unions are the same, meaning that if

B =
k
∪
j=1
I ′j,

then also we have
k∑

j=1

m(I ′k) = lim
N→∞

1

N
#
{
B ∩ Z

N

}
=

m∑
i=1

m(Ii).

So the sum does not depend on the decomposition of B into various
disjoint intervals. So we call this common value by definition as m(B).

So one can easily generalize this same argument in n dimensions
where you work coordinate wise and you will get the same answer. So,
I leave that as an exercise and we stop our lecture here. In the next
lecture, we will see some properties of this elementary measure, which
is defined using the sum of disjoint boxes.


