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1. LECTURE 29 [FREE Groups III]

So, let us continue talking about Free Groups today. So, recall we have already defined
the free group on 2 generators which we called a and b, but there is nothing really special
about group with just those 2 generators. More generally we can talk about the free group
F(S) generated by any set S, so here S can in fact be any set finite or infinite does not really
matter. And we can talk about the the free group generated by that set as follows .

So of course, it really only makes sense to talk about non empty sets for the free group .
So, how does one how does one define it? Well we just follow the same steps that we followed

when we defined the free group on 2 generators which are the following. So, recall what did
we do first we looked at the augmented set S.

So, I will do the same thing here the augmented set S is defined to be S=SUS . And
what is S" 7 S is a set which has same number of elements as .S, but we will call the elements

as so let us say it is a set whose elements look like z; where z is any element of the alphabet

S.

W —>» WX

d -2 '1(“-(

UreES
3 a dhasA -'-‘7"-“”’4_& " e w‘z
W, | Ww,->HR"% R
) Capay relohon o), ~ 7. . I |
h ( i rudg
-‘--'*h - shtained (i, oL Dosic A ng ¥
&C Qc\f,}-\ g | J N ) - E‘
! vouence C 4 - Wods (S under ~_ ]
5 o = % equuivadence dusses of
(5) =



So, recall S was the alphabet and S’ is just sort ofA the primed alphabet just got primes on
top of the alphabets ok that is the augmented set AS Then starting point was the monoid
which is the set of all words using the alphabet S both letters and their primes. So we
considered this and we know that this is not quite a group. But it is got a very useful
operation that of concatenation the same definition applies as before. And the concatenation
has the following properties that it is an associative operation and it is got an identity element
which in this case as before is just the empty word ok.

So, well what do we need to do next? We need to define an equivalence relation like we did
in the case of the free group on 2 generators. So, this is what we achieved by means of what
we called the basic rewriting rules. So, what were these? These rules are the the following if
you recall what it was before it said you know aa’ can be replaced with the empty word a'a
similarly bb’ , b'b each of these can be replaced with the empty word ok.

So, here it is the same thing instead of a,b you have many more alphabets. So, let me
write this out in general as follows, whenever I see an alphabet x next to the alphabet 2/. 1
can replace this word of length 2 by the the empty word. Similarly if I see 2" followed by an
x. I am allowed to replace it with the empty word ok and in fact the way we wrote the basic
rewriting rules , there are also rules in reverse. So, xz’ is replaceable by the empty word x'z.
I can replace it these are 2 rules.

And the opposite rules also are available I can replace the empty word with xa’ or I can
replace the empty word with z’x. So, there are in this case 4 basic rewriting rules for each
alphabet in x ok and we defined the the following things. So, this is for every z and S and
we defined an equivalence relation on words as follows. So, we have an equivalence relation
which is the following that 2 words w; and w, are said to be equivalent or related to each
other.

If T can go from w; to we, so if there exists words z; — 2o — ... — 2 between w; and wy
in this way. So, let me write this as if there exists a chain of words such that each arrow is
a basic rewriting rule is obtained . So, each of these arrows which connects these successive
words is obtained via some basic rewriting rule ok. In other words by successively replacing
xx’ by empty or 2’z by empty or the reverses of those rules you can go from the word w; to
the word wy and just like what we saw in our earlier example.

And as before the definition of the free group G is defined to be the set of equivalence
classes of the set of all words under the equivalence relation tilde ok. So, this as before is
going to be our set G. And the operation is is the same thing, so if I take 2 words w; and wy
and I look at their equivalence classes in G. So, I look at w; € G well I look at the equivalence
class of [wy] that is an element of this set G this is an element of G, the product is defined as
before to be you take the concatenation of the 2 words and then you look at the equivalence
class of the concatenation ok.

[wi] - [we] := [wy * wo]

Now since it is the verification of the properties is very closely analogous to what we have
seen already for the case of 2 alphabets. So, I am just going to leave this as an exercise for
you to try your hand at how these arguments work in general. So, here here are the various
exercises, I suppose one is show that this is an really an equivalence relation is an equivalence
relation . So, that is 1 and 2 that under this product that I have just defined. So, G with
this product dot is a group ok.

In other words the product is associated it has an identity and most importantly it has
inverses ok. And you will observe that like before if I take the word just a single alphabet
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x coming from the set S and it is a word of length 1 I look at it is a equivalence class and
somehow this is how we motivated the entire definition. So, we needed to find an inverse for
this this word = and like in the earlier case this inverse is just the word z/, so this is for all
reds.

So, maybe that is part 3 of the exercise show that in this group G the inverse of the the
singleton word, the word of length one z is in fact the word 2’ ok also a word of length 1
ok. In fact, that will be one of the things you will show when you show it is a group ok. So,
this is sort of how you define free groups in general. So, GG is what is called the free group
on the set S and the notation we introduced was this sort of curly F'(S) ok. So, let us get
our hands on an example.

So, here is sort of something even simpler than the free group on 2 alphabets we could
look for the free group on a on a single alphabet or a single generator. So, suppose my set
S has just a single element a a and so now I try to understand what the free group on this
single alphabet a looks like. And here is my claim this free group on a single alphabet is
actually isomorphic to the group of integers under addition. In other words it is an infinite
cyclic group ok. So, so let us prove this so I am going to prove my claim . So, observe what
is it that the the free group I mean how do we constructed we will first have to look at words
in the alphabet a and d’.

So, the typical word here will look like some as and then some o’ and some as again and
some number of ¢’ and so on and so forth right. So, this is this is all the word can have can
have as and a’ which occur in some order some number of times and so on. Of course, the
words all words are finite so it it ends somewhere.

So, this is a typical word in S and then the free group itself is obtained by looking at the
equivalence relation on the set of words in which you are allowed to sort of collapse and aa’
and make it empty or expand an empty word and make it aa’ or a’a and so on.
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So, we however our need to show that the free group is actually isomorphic I claim to the
just the ordinary group of of integers ok. And intuitively it is sort of clear why because,
whenever you you see a string like this of a and a’. What is of course going to happen is that
you know every time you see an a and a’ together. So for example, this a and a’ the basic
rewriting rule will say you can actually erase it right. So, this this sort of goes away, now
again an another a and @’ end up being together. So, you can get rid of them using the basic
rewriting rule . So, every time you see a and a’ of of they go aa’ ok. So, let me just complete
this word to something. So, let us suppose these last few letters were a’a’a’a ok. So, again I
scan this and I notice that here is an a’a which again can be made into an empty word, so
get rid of all these.

So, observe that every time an a and a’ occur together and you can get rid of them and
finally after you have done this process sufficiently many times. I mean as many times as
you can you will find that the word that you finally get has only as or has only o’ ok. It
has some number of as or it has some number of ¢’ and so that number of as that you are
left with that is really the integer that we are going to map that word to ok. So, observe to
construct an isomorphism what we need to do is to construct a map from the free group to
the integers or from the integers to the free group ok.

So, let us let us do it in this order. So, we will try and construct a map from the free
group to the integers ok. Now of course a free group is so this is what I want I want to
construct a isomorphism of groups ok. So, I want to construct a group isomorphism . But
as an intermediate step let me try doing this on at the level of words, so let me look at all
words in a and ¢’ and define a map from that to the integers ok. So, I will call that map ¢
and here is my my map. So, [ write my word w it is some as and o’ primes a’s. I said some
bunch of a’s and some bunches of bunch of a’. Now my map does the following it maps w to
the number of a’s in w, so it is a



(number of a in the word w)-(the number of @’ in w) ok.

So, I do not want to put that also in quotes sorry probably get confused so let let me get
rid of this. So, let us do one thing let me just put this in a different color. So, I will say it
is a number of the alphabet a number of occurrences of the alphabet ¢ minus the number of
occurrences of the alphabet a’ ok.

So this is of course an integer it could be a positive or a negative integer and let us see what
properties this map has. So observe if I have a word w, so here is the first key observation
that suppose I have a word w and suppose I perform a basic rewriting rule on w ok. So, I
transform w to some other word so maybe let us say if I have a word w; and I perform a
basic rewriting rule. So, let us say basic rewriting which means whatever I have done I have
either collapsed and aa’ and made it empty or you know a’a empty or expanded an empty
into an aa’. Observe the basic rewriting rule always has the same number of as it it either
collapses it either removes the you know 1 @ and 1 o’ or it increases the number of a's by
1 and number of a’ by 1 ok. In other words the basic rewriting rule does not change this
difference that we are talking about, the number of ¢ minus ¢’ remains constant ok.

So, if wy and wq are related like this then certainly this is number ¢(w;) and the number
¢(wy) are necessarily the same ok. Now as a corollary to this observation if I have 2 words
which are equivalent under the equivalence relation, which means I can go from w; — wy by
means of a sequence of basic rewriting rules. I may not be able to go in one step still the
same property holds because it holds at every step ok. So, what is this mean 2 equivalent
words necessarily have the same value of w.

So, I can in fact define a map. So, what this means is that I can think of ¢ as actually
giving me a map from the set of equivalence classes ok, which is what we call the free group.
In other words given a word w look at it is equivalence class I can associate to this equivalence
class the number ¢(w) ok and this new map I will call ¢ : F(S) — Z ok. So, observe this
is well defined. In other words it does not depend on the representative [w] that it picked
for the equivalence class ok. Why? Because of what we just said what we just said about, if
instead of w; I had picked wy as my representative or maybe here if I had instead of wy. I
picked something equivalent to [w;], then the value of ¢ would have remained the same ok.
So, I can just go ead and pick any representative of my class and I define my map to just be
¢ of that ok.

So, this is a number of @ minus number of a’; this defines gives me a well defined map from
the free group on S — Z, S remember is just a singleton here. So firstly it is well defined
and now I claim that this is actually the isomorphism that we want ok. So, first let us show
that it is a group homomorphism . So, recall what does homomorphism mean, I must take
2 elements w; and wq in my group F'(S). I should multiply them out in the group and then
my answer should equal ¢([w;] - [ws]), but times is the product on the right hand side is
computed in the group Z it is computed in the the range of this map.

In other words that operation here is just a plus the usual addition in the integers. So,
this is ¢([w1]) + @([ws]) this is what I need to prove. So, this is what it means to say that phi
bar is a homomorphism ok. So, let us compute each side and see whether this equality holds.
So, let us check what the left hand side is by definition this is ¢ evaluated on the product
is the concatenation of these words. Now look at this concatenated word ¢([w; * ws)]), ¢ of
this equivalence class is just going to be the number of a’s minus the number of a’ in the
concatenation ok. But observe the concatenation of 2 words is just put w; first and then
write wq next to it right.
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So, if I am trying to count how many a’s occur in the concatenation well I just have to see
how many a occur in w; , I may see how may a’ occur in wq and it is just the sum of those 2
numbers ok. Similarly the number of @’ in the concatenation is just the sum of the number
of @’ in in w; and w, ok ok. So, what this means is that this answer is nothing but ¢([w;])
which means is the number of a minus a’ and w; plus ¢([w,]) the number of a minus a’ in
wy ok. So, that is that is the proof of the homomorphism property ok.

Now let us look at property (b) which is one to one. So, let us prove one to one now and
then we will prove on to. So, why is this map one to one? Since it is a homomorphism we
just need to check the following property that if a word maps if the equivalence class of a
word maps to the identity element of Z. So, the identity under the addition remember is 0.
So, suppose some equivalence class maps to 0, then we need to prove then we need to prove
that this equivalence class must be the identity element of the free group. And remember so
this should be the identity element of F'(S) which if you remember and which you probably
checked is nothing but the equivalence class of the empty word ok. So, let us prove this. So,
let us analyze what this means for a second. So, we are trying to understand what it means
for ¢ of a word to be 0 ok. By definition phi bar is the number of as minus a’, so the fact
that ¢ of a word is 0 just means that the word has an equal number of @ and o’ ok.

So, let us go here the word w has as many aa’ has an equal number of a the alphabet a
and the alphabet a’ ok. So, what is that mean? It means that if you scan this this word from
left to right just like we were doing before. So, let me write over like this a’a’a something
like this maybe. So, this is what the word looks like it has an equal number of a and a’. So,
it has at least one a and a’ ok .

Let us assume that the word is not empty ok. If the word is already empty then you are
done because, you have to prove that finally this word the equivalence class of [w] is just the
equivalence class of the empty word ok. So, if w is not the empty word then w looks like this



( ) 1 O ,'/\f":.:_ o O L A Q R - 4 - @
o E —
J R )
: e - =3
L';v _J{_,_(’__i a a a'qg Witk Rt [Q & b L_ﬁj
. L>

[
{
L
L

:L

o~

—
{

-
=

in which there are at least with let us say k& occurrences of a's and k occurrences of a’ ok,
now where k is at least 1 . Now you scan word from left right ok there is got to be at least
one place where an a and an a’ occur next to each other they occur consecutively right.

That is you really cannot avoid that if you have gotk a’s and k , @’ and you know where
I mean any word which has both a’s and o’ already must have at least one position where
a and aa’ come next to each other ok. One way of saying it is you scan the word from left
right, you look at the first letter if it is an a then at some point you must get to a’ right. So,
the place where it transitions from atga’ that place will have aa sub word of the form aa’ ok.

So, you pick the the a and a’ coming next to each other, it could be aa’ or a’a . So, let us
do this for examples so find a place where I have a’a and using the basic rewriting rule I get
rid of that entirely ok. So, from this I can form an another word in which , so using a single
basic rewriting rule what I have been able to do is to find another word in which still it has
an equal number of a’s and a’s. But that number has come down by 1itis k—1a and k—1
a’ s ok. Now repeat the argument again if k — 1 is at least 1, then it means this word is not
the the empty word; that means surely it has both a’s and a’ s.

And again find any one location where a and an a’ come next to each other and you get rid
of them using the basic rewriting rule. So, again I can do this ok. So, what have I generated
another word but now it is got k£ — 2 occurrences of a and k& — 2 occurrences of a’ s ok and
so on. So, you can see that as long as this number(k — 1), (k — 2) etcetera, as long as these
numbers are at least 1 you can keep doing this.

So, what it means is at some point you will be left with the case when this number becomes
0. This number keeps decreasing by 1 each time and at some point it is got reached to 0 ok.
What does that mean? When it is reaches 0 it just means that the resulting word at the last
step that you have has 0 a’s and 0 @’ s, in other words this is just the empty word ok. In
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fact, in the one preceding step the word must have had a single a and a single @’ . So, that
word must have looked like either aa’ or a’a ok, that was the one preceding step.

And of course, the possibilities for each step prior to that are many more ok. But at the
very end you are going to necessarily reach the empty word ok. So, what is that mean? You
can reach the empty word from the original word w right, I have gone through a sequence of
basic rewriting rules and I have gotten to the empty word. Which means that w is in fact a
equivalent to the empty word, in other words the equivalence class of w is the same as the
equivalence class of the empty word ok. Which is what I wanted to prove, so this proves one
to one.

And let us finally prove the onto. So, part 3 of the proof of isomorphism I need to show
that this map phi bar is onto ok. What does that mean? I need to show that so recall phi
bar as a map from F(S) — Z . Given any integer n I must show that there is some word
some pre image right, I am assured that there is some word [w] — n ok. So, this is very easy
to manufacture. So, observe if n > 1 then what is this word which maps to to the number n.
I can take w to be so let us write this out here if n > 1. I can take w to be the word which
has aa...a occurring n times ok. If n is negative if n = —1lor lower . I can take the word
which which looks like @’ @’ @’ . So now I should take (—n) times or modulus of n times ok.
So, observe this is the first word has if I look at phi bar which is number of as minus a’ s it
is n for the first word.

And because it is n — 0 there are no d’ s, for the second word it is 0 — n because there are
no you know it is not 0 — n, but rather 0 minus modulus of n ok. So, in this case mod n is
the same as (—n). So, maybe I should write it as it occurs (—n) times. So, if you compute
phi bar you will again see this n and then finally if n = 0. Of course, that is the easiest case
I can just take w to be the empty word and phi bar the empty word is of course just 0 ok.
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So, we have managed to show that this is an isomorphism and so that is sort of a nice
tractable example. But sort of a thing to keep in mind is that as soon as you are so this this
is done proves our claim that f(a) singleton the free group is just isomorphic to the group
of integers. But as soon as the set S has 2 or more generators this becomes a vastly more
complicated group ok. If I take the the free group on 2 generators a and b, then this is a
much much more complicated group than the group of integers for example ok.

In particular this is not going to be the group of you know it is not the group Z,. For
example, so observe while this is isomorphic to Z of this is very far from being true ok. So,
this is not at all the case ok. So, these groups are you know Zs is in fact an abelian group
it is got sort of got 2 generators, but it is an abelian group f({a,b}) the free group on 2
generators is of course non abelian. The word a b and the word b a in this free group will
turn out not to be in the same equivalence class ok.

So in order to sort of better understand some properties like this of the free group. So for
example, I just mentioned this is a non abelian group, in other words if I take the word ab in
this group and I look at the word ba in this group, then the equivalence class of [ab] # [ba] .
So, I am talking about the the free group here on 2 generators ok.

So, to prove things like this even basic facts about free groups, I mean you could prove it
just from the definition. For example, that there are no basic rewriting rules which will help
you go from here to there. But there is sort of a nice conceptual way of of understanding
these free groups and that is the notion of it is universal property and that is something that
we will take up in the next lecture .
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