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Lecture - 13 

Convolution and its Applications 
 

So, in the last lecture what we have studied, is the Inverse Laplace transform, its 

properties and also the applications of those properties for solving various kinds of 

problems. 
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Now, let us see the next property i.e., division by powers of ݏ. The theorem says that if 

ሻ is sectionally continuous and of exponential order ܽ such that limݐሺܨ
௧→଴

ிሺ௧ሻ

௧
 exists, then 

for ݏ ൐ ܽ, 

ଵିܮ ቊ
݂ሺݏሻ

ݏ
ቋ ൌ න ݔሻ݀ݔሺܨ

௧

଴
. 
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Suppose ܩሺݐሻ ൌ ׬ ݔሻ݀ݔሺܨ
௧
଴ . So that from here, clearly we can tell ܩ’ሺݐሻ ൌ  ሻ andݐሺܨ

ሺ0ሻܩ ൌ 0. Now, Laplace transform of ܩ’ሺݐሻ is  

ሻሽݐᇱሺܩሼܮ				 ൌ ሻሽݐሺܩሼܮݏ െ 	ሺ0ሻܩ

⇒ ݂ሺݏሻ ൌ ,			ሻሽݐሺܩሼܮݏ ሺ∵ ሻݐሺ’ܩ ൌ ሺ0ሻܩ	and	ሻݐሺܨ ൌ 0	ሻ. 

So that we can simply write  

ሻሽݐሺܩሼܮ						 ൌ
݂ሺݏሻ
ݏ
	

⇒ ଵିܮ ቊ
݂ሺݏሻ
ݏ
ቋ ൌ ሻݐሺܩ ൌ න ݔሻ݀ݔሺܨ

௧

଴
. 

This completes the proof of this particular theorem. 
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Now, let us come to a very important property of Laplace transform. We will discuss it 

with respect to the Laplace transform and later for the other transforms whenever we will 

discuss the same. This property is called the Convolution Property. Suppose ܨሺݐሻ and 

 ሻ be two functions of class A. Please remember class A means they are piecewiseݐሺܩ

continuous and they are of exponential order. 

 



So, if we have two functions ܨሺݐሻ and ܩሺݐሻ, then the convolution of two functions ܨሺݐሻ 

and ܩሺݐሻ denoted by ܨ ∗  ,is defined as ,ܩ Convolution ܨ read as ,ܩ

ܨ ∗ ܩ ൌ න ݐሺܩሻݔሺܨ െ ݔሻ݀ݔ
௧

଴
. 

So, therefore, if we have two functions ܨሺݐሻ and ܩሺݐሻ such that they are of class A, 

means their Laplace transform exist, then the convolution of these two functions ܨሺݐሻ 

and ܩሺݐሻ denoted by ܨ ∗  .is given by the above formula ܩ
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It has certain properties which can be proved very easily. ܨ ∗     is commutative that is ܩ

ܨ ∗ ܩ ൌ ܩ ∗  is associative ܪ and ܩ ,ܨ The convolution with respect to the functions .ܨ

that is ሺܨ ∗ ሻܩ ∗ ܪ ൌ ܨ ∗ ሺܩ ∗ ܨ .ሻܪ ∗  is distributive with respect to addition that is ܩ

ܨ ∗ ሺܩ ൅ ሻܪ ൌ ܨ ∗ ܩ ൅ ܨ ∗  Please note that the convolution satisfies these three .ܪ

properties namely, convolution is commutative, associative and distributive with respect 

to addition only. 
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There is a well-known theorem which we call the Convolution Theorem. Let ܨሺݐሻ and 

 ሻ be two functions of class A that is their Laplace transforms exist. And letݐሺܩ

ሻሽݏଵሼ݂ሺିܮ ൌ ሻሽݏଵሼ݃ሺିܮ ሻ andݐሺܨ ൌ   ,ሻ. Thenݐሺܩ

ሻሽݏሻ݃ሺݏଵሼ݂ሺିܮ								 ൌ න ݐሺܩሻݔሺܨ െ ݔሻ݀ݔ
௧

଴
ൌ ܨ ∗ 	ܩ

i. e.		ܮሼܨ ∗ ሽܩ ൌ ݂ሺݏሻ݃ሺݏሻ ൌ  .ሻሽݐሺܩሼܮ	ሻሽݐሺܨሼܮ

So, this one is very important that if we have the convolution of two functions, then 

Laplace transform of convolution of two functions is equal to the product of Laplace 

transform of those two individual functions. Let us see the proof of this. 
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Let us assume that ׬ ݐሺܩሻݔሺܨ െ ݔሻ݀ݔ
௧
଴ ൌ   ሻ. That is, we can say thatݐሺܪ

ܨሼܮ ∗ ሽܩ ൌ 	ሻሽݐሺܪሼܮ

ൌ න ݁ି௦௧ܪሺݐሻ	݀ݐ
ஶ

଴
	

ൌ න ݁ି௦௧
ஶ

଴
ቊන ݐሺܩሻݔሺܨ െ ݔሻ݀ݔ

௧

଴
ቋ  .ݐ݀

To evaluate this, let us introduce a new function ݑ௫ሺݐሻ defined as, 

ሻݐ௫ሺݑ ൌ ቄ
0		, ݐ ൏ ݔ
ݐ									,		1 ൒  ݔ

∴ ݐሺܩሻݔሺܨ െ ሻݐ௫ሺݑ	ሻݔ ൌ ൜
ݔ									,															0										 ൐ ݐ
ݐሺܩሻݔሺܨ െ ݔ									,		ሻݔ ൑  ݐ

Now, the product vanishes for all values of ݔ ൐  then the limit can be extended from 0 ,ݐ

to ∞. 
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So, therefore, we can right down using this new function 

ܨሼܮ ∗ ሽܩ ൌ න ቈන ݐሺܩሻݔሺܨ െ ݔ݀	ሻݐ௫ሺݑሻݔ
ஶ

଴
቉

ஶ

଴
݁ି௦௧݀ݐ. 

Since both the integrals have the same limit i.e., 0 to ∞, so by changing the order of the 

integration, we can write down  

ܨሼܮ ∗ ሽܩ ൌ න ሻݔሺܨ ቈන ݐሺܩ െ ݐ݀	ሻ݁ି௦௧ݐ௫ሺݑሻݔ
ஶ

଴
቉

ஶ

଴
 .ݔ݀

  :And this can be written as .ݐ ሻ will come outside because this is independent ofݔሺܨ

ܨሼܮ ∗ ሽܩ ൌ න ሻݔሺܨ ቈන ݐሺܩ െ ݐ݀	ሻ݁ି௦௧ݔ
ஶ

௫
቉

ஶ

଴
 ݔ݀

because for ݐ ൏  ሻ is 0 So, for that reason, the range 0 to ∞ now can be brokenݐ௫ሺݑ ,ݔ

into 0 to ݔ and ݔ	to	∞.	
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Now, we substitute ݐ െ ݔ ൌ ݐ݀ so that ߤ ൌ  and the limits of integration will be ߤ݀

changed to ሾ0,∞ሻ. So, after substitution, ܮሼܨ ∗  ሽ equalsܩ

ܨሼܮ ∗ ሽܩ ൌ න ሻݔሺܨ ቈන ߤ݀	ሻ݁ି௦ሺఓା௫ሻߤሺܩ
ஶ

଴
቉

ஶ

଴
	ݔ݀

ൌ න ሻݔሺܨ ቈන ߤ݀	ሻ݁ି௦ఓߤሺܩ
ஶ

଴
቉ ݁ି௦௫

ஶ

଴
 ݔ݀

So, this simply now I am breaking it into two independent variables x and ߤ and this 

equals I can write  

ܨሼܮ ∗ ሽܩ ൌ ቈන ݔ݀	ሻ݁ି௦௫ݔሺܨ
ஶ

଴
቉ ൈ ቈන ߤ݀	ሻ݁ି௦ఓߤሺܩ

ஶ

଴
቉	

ൌ 	ሻሽݐሺܩሼܮ	ሻሽݐሺܨሼܮ

ൌ ݂ሺݏሻ݃ሺݏሻ. 

This completes the proof. So, we started with Laplace transform of the convolution of 

two functions and this equals ݂ሺݏሻ݃ሺݏሻ. So, therefore, Laplace transform of convolution 

of two functions equals the product of the individual Laplace transform of the functions. 
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So, now let us see using example, how the convolution of functions turns useful in 

deriving the inverse Laplace transform. That is if we use convolution, how it becomes 

easy for us to find out the inverse Laplace transform of different functions. 
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So, we have to find out the Laplace inverse of  

1

ݏሺݏ√ െ 1ሻ
 



Now, we are assuming that ݂ሺݏሻ ൌ ଵ

√௦
	and	݃ሺݏሻ ൌ ଵ

௦ିଵ
 . 

∴ ሻݐሺܨ ൌ ଵିܮ ൜
1

ݏ√
	ൠ ൌ

1

ݐߨ√
		and	ܩሺݐሻ ൌ ଵିܮ ൜

1
ݏ െ 1

	ൠ ൌ ݁௧ 

So, now, ܨሺݐሻ	and	ܩሺݐሻ are known to us. 
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So, by convolution theorem, we know, 

ሻሽݏሻ݃ሺݏଵሼ݂ሺିܮ ൌ න ݐሺܩሻݔሺܨ െ ݔሻ݀ݔ
௧

଴
	

ൌ න
1

ݔߨ√
݁௧ି௫݀ݔ

௧

଴
. 

So, effectively we have to now just evaluate an integral to find out the Laplace inverse of 

the given function. To evaluate the integral, we put ݔ ൌ ݔ݀ ଶ so thatݑ ൌ  and the ݑ݀ݑ2

limits of integration are changed to ሾ0,   ሿ. Then this will becomeݐ√

ሻሽݏሻ݃ሺݏଵሼ݂ሺିܮ ൌ ݁௧
2

ߨ√
න ݁ି௨

మ
ݑ݀

√௧

଴
ൌ ݁௧ erf൫√ݐ൯. 

So, ିܮଵሼ݂ሺݏሻ݃ሺݏሻሽ is coming as ݁௧ erfሺ√ݐሻ. 
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Now, let us see the next example that is to evaluate the Laplace inverse of 

1

1 ൅ √1 ൅ ݏ
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For this case obviously, this denominator we cannot handle. So, we have to rationalize it. 

So that it becomes, 



ଵିܮ ൜
1

1 ൅ √1 ൅ ݏ
ൠ ൌ ଵିܮ ቊ

1 െ √1 ൅ ݏ
1 െ 1 െ ݏ

ቋ	

ൌ ଵିܮ ቊ
√1 ൅ ݏ
ݏ

ቋ െ ଵିܮ ൜
1
ݏ
ൠ	

ൌ ଵିܮ ൜
1 ൅ ݏ

1√ݏ ൅ ݏ
ൠ െ 1	

ൌ ଵିܮ ൜
1

1√ݏ ൅ ݏ
ൠ ൅ ଵିܮ ൜

1

√1 ൅ ݏ
ൠ െ 1	

ൌ erf൫√ݐ൯ ൅
݁ି௧

ݐߨ√
െ 1	

ൌ
݁ି௧

ݐߨ√
െ erfୡሺ√ݐሻ		 

Thus very easily we can find out the solution of this. 
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In the next example also, we need to evaluate the Laplace inverse of 
ଵ

√௦ିଵ
. 
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In a similar way, we can rationalize the denominator here and proceed as earlier to obtain 

the required solution as: 

ଵିܮ ൜
1

ݏ√ െ 1
ൠ ൌ ଵିܮ ቊ

ݏ√ ൅ 1
ݏ െ 1

ቋ	

ൌ ଵିܮ ቊ
ݏ√
ݏ െ 1

ቋ ൅ ଵିܮ ൜
1

ݏ െ 1
ൠ	

ൌ ଵିܮ ቊ
ݏ െ 1 ൅ 1

ݏሺݏ√ െ 1ሻ
ቋ ൅ ଵିܮ ൜

1
ݏ െ 1

ൠ	

ൌ ଵିܮ ൜
1

ݏ√
ൠ ൅ ଵିܮ ቊ

1

ݏሺݏ√ െ 1ሻ
ቋ ൅ ଵିܮ ൜

1
ݏ െ 1

ൠ	

ൌ
1

ݐߨ√
൅ ݁௧ erf൫√ݐ൯ ൅ ݁௧	

ൌ
1

ݐߨ√
൅ ݁௧ൣerf൫√ݐ൯ ൅ 1൧. 
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The next problem says to apply convolution theorem to find the value of  

ଵିܮ ൜
1

ሺݏ ൅ 1ሻሺݏ െ 2ሻ
ൠ. 
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We know, 

ଵିܮ ൜
1

ሺݏ ൅ 1ሻ
ൠ ൌ ݁ି௧	and	ିܮଵ ൜

1
ሺݏ െ 2ሻ

ൠ ൌ ݁ଶ௧. 

So, using Convolution theorem, we get,  

ଵିܮ ൜
1

ሺݏ ൅ 1ሻሺݏ െ 2ሻ
ൠ ൌ න ݁ି௫݁ଶሺ௧ି௫ሻ݀ݔ

௧

଴
ൌ
1
3
ሾ݁ଶ௧ െ ݁ି௧ሿ. 

So, using convolution, very easily, we can obtain the solution. 
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And let us see one more example that is Laplace inverse of 

ଶݏ

ሺݏଶ ൅ 4ሻଶ
. 
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We know ିܮଵ ቄ
௦

௦మାସ
ቅ ൌ cos  Therefore, we can simply write .ݐ2

ଵିܮ ቊ
ଶݏ

ሺݏଶ ൅ 4ሻଶ
ቋ ൌ ଵିܮ ቄ

ݏ
ଶݏ ൅ 4

⋅ 	
ݏ

ଶݏ ൅ 4
ቅ 

So, using the convolution theorem we get, 

ଵିܮ ቊ
ଶݏ

ሺݏଶ ൅ 4ሻଶ
ቋ ൌ න cos ݔ2 cos 2ሺݐ െ ሻݔ ݔ݀

௧

଴
. 

And now we have to evaluate this particular integral. We write it as, 

ଵିܮ ቊ
ଶݏ

ሺݏଶ ൅ 4ሻଶ
ቋ ൌ න cos ݔ2 ሾcos ݐ2 cos ݔ2 ൅ sin ݐ2 sin ݔሿ݀ݔ2

௧

଴
	

ൌ
1
2
cos ݐ2 න ሺ1 ൅ cos dx	ሻݔ4

௧

଴
൅
1
2
sin ݐ2 න sin ݔ4 	dx

௧

଴
. 
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So that we can now evaluate the integrals easily. After simplification, this will be equal 

to  

ଵିܮ ቊ
ଶݏ

ሺݏଶ ൅ 4ሻଶ
ቋ ൌ

ݐ cos ݐ2
2

൅
sin ݐ2
4

. 

So, in a similar way, whenever we have the product of two Laplace transforms, always 

we can use the convolution theorem to simply evaluate that integral to obtain the Laplace 

inverse of some product of functions. 

Thank you. 


