Transform Calculus and Its Applications in Differential Equations
Prof. Adrijit Goswami
Department of Mathematics
Indian Institute of Technology, Kharagpur

Lecture - 13

Convolution and its Applications

So, in the last lecture what we have studied, is the Inverse Laplace transform, its
properties and also the applications of those properties for solving various kinds of
problems.
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Division by powers of s

Theorem

F(t)

If F(t) is sectionally continuous and of exponential order ‘a’ and such that rIm}l —
o

exists, then for s > a, L~ {E} = ,‘J F(x)dx

5

Now, let us see the next property i.e., division by powers of s. The theorem says that if
F(t) is sectionally continuous and of exponential order a such that P“&? exists, then

fors > aq,

L1 {@} = JtF(x)dx.
S 0
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Suppose G(t) = fOtF(x)dx. So that from here, clearly we can tell G’(t) = F(t) and
G(0) = 0. Now, Laplace transform of G’(t) is

L{G" ()} = sL{G(6)} — G(0)
= f(s) =sL{G®)} ,(+ G () =F(t)and G(0) =0).

So that we can simply write

L@y =1
= {@} =G6(t) = ftF(x)dx.
S 0

This completes the proof of this particular theorem.
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Let 6(t) = fu “F)dx = G(t) = F(t) nd 6(0) =0

L L{G(t)} = sL{6(t)} - 6(0) = sL{G(1)}
or, f(s) = sL{G(t)}

() ="
e {L(ss)} =6(t) = j: F(x)dx
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Convolution Property

Definition
Let F(t) and G(t) be two functions of class A. Then the convolution of the two
functions F(t) and G(t) denoted by F % G is defined by the relation

nc:fu F(x)G(t - x)dx Q
)
v

Now, let us come to a very important property of Laplace transform. We will discuss it

N

with respect to the Laplace transform and later for the other transforms whenever we will
discuss the same. This property is called the Convolution Property. Suppose F(t) and
G(t) be two functions of class A. Please remember class A means they are piecewise

continuous and they are of exponential order.



So, if we have two functions F(t) and G(t), then the convolution of two functions F (t)

and G (t) denoted by F * G, read as F Convolution G, is defined as,
t
FxG= J F(x)G(t — x)dx.
0

So, therefore, if we have two functions F(t) and G(t) such that they are of class A,
means their Laplace transform exist, then the convolution of these two functions F(t)

and G (t) denoted by F * G is given by the above formula.
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Property (i)
F %G is commutativeie, Fx G=G=F

Property (ii)
F % G is associative i.e., (F* G) x H=F (G * H)

Property (iii)
F % G is distributive w.rt. addition i.e, F*(G+H)=F+G+F * I-Q
Lk )

It has certain properties which can be proved very easily. F = G is commutative that is
F = G = G = F. The convolution with respect to the functions F, G and H is associative
that is (F*G) * H=F % (G * H). F = G is distributive with respect to addition that is
F+(G+H)=Fx*G+F=H. Please note that the convolution satisfies these three
properties namely, convolution is commutative, associative and distributive with respect

to addition only.
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Convolution Theorem

Theorem
Let F(t) and G(t) be two functions of class A and let L='{f(s)} = F(t) and
LY{g(s)} = G(t). Then

L—l{f(s}g(s)} = ,/ot F(x)G(t—x)dx=F=%G r@

e, L{F ¥ G} = !(s}g(s} = L{F{t)}L{G(t}} .: _é S

L7\

There is a well-known theorem which we call the Convolution Theorem. Let F(t) and

G(t) be two functions of class A that is their Laplace transforms exist. And let
LHf(s)} = F(t) and L' {g(s)} = G(¢). Then,

t

LY (s)g(s)} = j FGOG(t —x)dx = F + G

0

Le. L{F G} = f(s)g(s) = L{F ()} L{G(D)}.

So, this one is very important that if we have the convolution of two functions, then
Laplace transform of convolution of two functions is equal to the product of Laplace

transform of those two individual functions. Let us see the proof of this.
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Let us assume that fOtF (x)G(t —x)dx = H(t). That is, we can say that

L{F G} = L{H(t)}

= f e StH(t) dt
0

o t
=f e‘“{f F(x)G(t—x)dx}dt.
0 0

To evaluate this, let us introduce a new function u,.(t) defined as,

0, t<x
ux(t):{l t=>x

SF@EC-0u®={p6e x| xet

Now, the product vanishes for all values of x > t, then the limit can be extended from 0

10 co.
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So, therefore, we can right down using this new function

L{F*G}zf

0

’ [fmF(x)G(t — x)u,(t) dx] e Stdt.
0

Since both the integrals have the same limit i.e., 0 to oo, so by changing the order of the

integration, we can write down

[ee)

L{F*G}=]

0

F(x) UOOG(t —x)u,(t)e st dt] dx.
0

F (x) will come outside because this is independent of ¢t. And this can be written as:

L{F*G}zf

0

OOF(Jc) [IOOG(t —x)e st dt] dx

because for t < x, u,(t) is 0 So, for that reason, the range 0 to c now can be broken

into 0 to x and x to co.
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Now, we substitute t —x = u so that dt = du and the limits of integration will be

changed to [0, o). So, after substitution, L{F * G} equals

L{F*G}=f

0

= fOOOF(x) M)OOG(u)e‘S“ d,u] e ¥ dx

’ F(x) UwG(u)e‘s(“”) d,u] dx
0

So, this simply now | am breaking it into two independent variables x and p and this

equals I can write

L{F G} = UOOF(x)e‘S" dx| %
0

f "6 (e du]
0

= L{FO} L{G(D)}
= f(s)g(s).

This completes the proof. So, we started with Laplace transform of the convolution of
two functions and this equals f(s)g(s). So, therefore, Laplace transform of convolution

of two functions equals the product of the individual Laplace transform of the functions.
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Proof:

Let f " F6{ - X)de = H(t)
{i]
e, L{F x G} = L{H(5)}

- /ﬂ (o) ot

= /ﬂw e {j:F[x)G{t—x)dx} dt
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0, t<x
1, t>x

Let ux(t) = {

0 y x>t
F6(E = x)un(t) = (ch{r =

Since the product vanishes ¥ values of x greater than t, hence the limit can be
extended to infinity by inserting the factor u(t) in the integrand.

L L{FxG}= ]:a Uam F(x)G(t - x]u,(r)dx] et
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Interchanging the order of integration,

L{F+ G} = fo ” [ /ﬂ " F)6(t - x}u,(r}e'“dr] “
- fo " F) [ [o “ ot —x}ux(t)e"'dI] &

= /0 e [ L = x}e-f‘dr] i

[+ for t < x, integrand is 0 and u,(t) =1 for t > x|
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lett—x=p (say) = dt=du
CiEe = fu *F) [ fu B c(p)e"’(”"idp] &
= j:o F(x) Uﬂm G(u)e"*‘dp] e dx

= [ fn - F(x}e"'dx] X [ fn e (p)e""d.u]

= L{F()} x L{G(1)}
= f(s)e(s)
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Example

Find.‘.‘l{ T~ 1)}

1 1
Solution: Let f(s) = 7_ nclg(s)-—l = G(t)=¢'

So, now let us see using example, how the convolution of functions turns useful in
deriving the inverse Laplace transform. That is if we use convolution, how it becomes

easy for us to find out the inverse Laplace transform of different functions.
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So, we have to find out the Laplace inverse of

_
Vs(s — 1)



Now, we are assuming that f(s) = % and g(s) = ﬁ :

S F()=L"1 {%} = \/% and G(t) = L1 {S—Ll} =et

So, now, F(t) and G (t) are known to us.
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So, by convolution theorem, we know,

t

L{f()g(s)} = f FOOG(t — x)dx
0

t
=f Let"‘dx.
0o VIIX

So, effectively we have to now just evaluate an integral to find out the Laplace inverse of
the given function. To evaluate the integral, we put x = u? so that dx = 2udu and the

limits of integration are changed to [0,+/t]. Then this will become

-1 ¢ 2 v -u? t
L Yf(s)g(s)}=e ﬁj; e % du = et erf(Vt).

So, L™{f(s)g(s)} is coming as et erf(\/t).
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Example

i )

1
Solution: Let f(s) = is andg(s)=—— = G(t)=¢'

Ve s—1

(Refer Slide Time: 23:01)

L_l{f(s)g(s)} = f ' F(x)G(t —x) dx [ By Convolution Theorem]
0

A |
= f —e!™* dy
0 VX

t iR
=\%—rjn ETZUdu [Putx=uz]

2t Vi

“Vrh
= elerf (V1)

e‘“2 du
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Example
1
Evaluate L1
141+ s}
Solution:

1
1+V1+s
(Refer Slide Time: 23:35)
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For this case obviously, this denominator we cannot handle. So, we have to rationalize it.

So that it becomes,



=L_1{s 1+s}+L_1{\/11_+s}_1
=erf(\/f)+%—1

et
=T erfo(Vt)

Thus very easily we can find out the solution of this.
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—L“{ 1+s }_1
svIts

=L'1{ i }+r1{—1—}-1
svl+s Vits

1
= erfﬁ+e-*1"{—} =1

\/5
1
=efyVite!'— -1
* vrt
1 f
=et'— —efVt et

Vrt “‘




. 1
In the next example also, we need to evaluate the Laplace inverse of =
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Example

Evaluate L~}

Solution:

In a similar way, we can rationalize the denominator here and proceed as earlier to obtain

the required solution as:

s—1+1) (1
\/E(s—1)}+L {5—1}
= L‘l{%}“‘l{m} +i =)

1
=—+eterf(Vt) +et

Vrt

1
NeT + etferf(V/t) + 1].
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Example

1
Apply Convolution Theorem to find L1 {_}
g (s+1)(s-2)

Solution:

1 1
M= =t [t —} =
{s-!-l} A {5—2 =

L“{ m} = f el g

t
_ / e gy
0

- ; [ez: . e—z]

The next problem says to apply convolution theorem to find the value of

e
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We know,

1
L‘l{ }= e tand L‘l{

1 t
G+1) (s—2)}=ez'

So, using Convolution theorem, we get,

t
P {arnem) = [ e =le - e
- 0

So, using convolution, very easily, we can obtain the solution.

Example

1
Apply Convolution Theorem to find L~ {_——}
i (s+1)(s-2)

Solution:

1 1
gl SRS (L (e —}: 2
{s+1} g {5—2 E

o e o R

t
=/ e gy
0

i ]

(Refer Slide Time: 28:17)

Example

&
Use Convolution Theorem to find L1 { ———
(44




And let us see one more example that is Laplace inverse of

SZ
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We know L™t {

} = cos 2t. Therefore, we can simply write

s2+4

s? s s
-1y~ t_— -1 .
L {(52 + 4)2} L {sz +4 s?2+ 4}

So, using the convolution theorem we get,

SZ t
L1 {m} = fo cos 2x cos 2(t — x) dx.

And now we have to evaluate this particular integral. We write it as,

2 t
L1t {—} = j cos 2x [cos 2t cos 2x + sin 2t sin 2x]dx
(s?2+4)? 0

1 t 1 t
= —cos 2tf (1 4+ cos4x) dx + =sin 2tf sin4x dx.
2 0 2 0
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So that we can now evaluate the integrals easily. After simplification, this will be equal

to

9 s? _tcos 2t+sin 2t
(s2+4)2) 2 4

So, in a similar way, whenever we have the product of two Laplace transforms, always
we can use the convolution theorem to simply evaluate that integral to obtain the Laplace

inverse of some product of functions.

Thank you.



